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Generative Models 
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Often use NN to parametrize transformation

(given training samples)
(given unnormalized target distribution, e.g., Action)



Given an ensemble of data from the target distribution
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K. Zhou, G. Endrődi, L.-G. Pang, and H. Stöcker 
PRD 100, 011501 (2019)

L. Wang, L. He, Y. Jiang, K. Zhou, 
Chin.Phys.Lett. 39 (2022) 12, 120502

T. Xu, L. Wang, L. He, K. Zhou, Y. Jiang, 
Chin.Phys.C 48 (2024) 10, 103101



With unnormalized probability distribution – Hamiltonian/Action known
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O Reverse KL divergence

O Autoregressive Net
           D. Wu, Le i Wang and P . Zhang, PRL122,080602(2019)

O Continuous Autoregressive Net for XY model
                                                                                                                   L. Wang, Y. J iang, L. He , K. Zhou, CPL 39, 120502 (2022)
  



Flow based generative model given unnormalized dis tribution
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S.C, O. S, S. Z, B. C, H. S, L. W, K. Zhou, 
PRD107, 056001(2023)

Fourier Flow Model 

Albergo +, 1904.12072; Boyda +, 2008.05456; Favoni +, 2012.12901; Abbott +, 
2208.03832; Abbott +, 2211.07541; Abbott +, 2305.02402; Bulgarelli+ 2412.00200 
(SU(3)); Abbott +, arXiv:2502.00263
K.C, G. K., S. R., D. R., P. S., Nature Reviews Physics 5, 526-535 (2023)



Diffusion Model
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“A heavy quark move inside quark-gluon plasma”



Diffusion Model for prote in s tructure  prediction and des ign
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Diffusion Model on lattice QFT configurations
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L. Wang, G. Aarts, K. Zhou, JHEP 05 (2024) 060
L. Wang, G. Aarts, K. Zhou, arXiv:2311.03578 (NeurIPS 2023 workshop “ML&Physical Sciences”)
G. A, D. E. H, L. W, K. Zhou, arXiv:2410:21212 (NeurIPS 2024 workshop “ML&Physical Sciences)  “Best Physics for AI Paper” Award 
Q. Zhu, G. Aarts, W. Wang, K. Zhou, L. Wang, arXiv:2410.19602 (NeurIPS 2024 workshop “ML&Physical Sciences)
G.Aarts, D.E.H, L.W, K. Zhou, arXiv:2510.01328



Diffusion Model for field configurations
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O Forward diffusion SDE

O Backward diffusion SDE

O Score matching Training

O Sample generation SDE in variance exploding scheme :

O A flow of effective action will be learned in DMs

L. Wang, G. Arts, K. Zhou, JHEP 05(2024) 060

sampling from a DM is equivalent to optimizing a stochastic
trajectory to approach the “equilibrium state”



Stochastic Quantization

8Parisi G. and Wu Y. S., Sci. China, A 24, ASITP-80-004 (1980). 

One can construct stochastic process 
to reproduce the quantum path integral
with its equilibrium:



Diffusion Model as  SQ
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O DM generation SDE and Stochastic Quantization :

O Similarities and differences:

L. Wang, G. Arts, K. Zhou, JHEP 05(2024) 060



Effective Action on A Toy model
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O Flow of the effective action



DM on 2d scalar 𝜙𝜙4 model 
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numerous “bulk” patterns emerge

O 32x32 lattice, HMC generated 5120 configurations as training set 

                Broken phase :                                                            symmetric phase :



Relation to (inverse) RG
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O Forward diffusion kernel: gaussian smoothing

O In Fourier space: 

O ! the above evolution will perturb (smear) higher momentum modes first,

O With decreasing cut scale because of the gradually increasing noise level !

In FRG, the high frequency (short-distance) degrees of freedom 
is progressively integrated out !

2 point correlator
𝐩𝐩



How correlations evolve (destroyed and rebuilt) in DM ?
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G. Arts, D. E Habib, L. Wang, K. Zhou, 
Mach. Learn.: Sci. Tecnol. 6(2025)025004



Formal solution for forward process in DM
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G. Arts, D. E Habib, L. Wang, K. Zhou, 
Mach. Learn.: Sci. Tecnol. 6(2025)025004



Correlations evolution in forward process  in DM 

14



Correlations evolution in forward process  in DM 
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Generating functions – s imple  s tructures
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G. Arts, D. E Habib, L. Wang, K. Zhou, 
Mach. Learn.: Sci. Tecnol. 6(2025)025004



Toy model: double Gaussians
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G. Arts, D. E Habib, L. Wang, K. Zhou, 
Mach. Learn.: Sci. Tecnol. 6(2025)025004



Higher-order cumulants  – approximate ly cons tant (incomple te  cance la tion)
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2d sca la r fie ld theory in Variance  Expanding scheme
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Distribution from Complex Langevin samplings
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O SQ works to complex Boltzmann weight one just extend

O Take Real and Imaginary part and consider Complex Langevin process

O With the constraint                                the F-P Eq. reads

O Thus

O Get a real and semi-positive definite distribution 

G. Arts, D. Habibi, L. Wang, K. Zhou, arXiv: 2510.01328



Score and Energy-Based DM to learn the  dis tribution
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O Network represented score is essential for DM generating samples

O No guarantee that the score is conservative (to be integrable) numerically

O The non-conservative component induce path-dependent integrated-score

O For 2d case: decompose the score in a gradient and a curl

O Poisson Eq.:

G. Arts, D. Habibi, L. Wang, K. Zhou, 
arXiv: 2510.01328



Score and Energy-Based DM to learn the  dis tribution
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O Turn to energy-based models and impose directly

O Take energy function

O Leading to the approx. score which is conservative by construction

O Since requirement for differentiable energy function, choose smooth enough 

activation functions (e.g., SiLU/Mish).

O The need for additional derivatives makes it more expensive.

O End point for score in Backward Process

G. Arts, D. Habibi, L. Wang, K. Zhou, 
arXiv: 2510.01328



Complex-va lued quartic model
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O Quartic model with a complex mass

O Exact results for partition function

O Sampling from CL process yields empirical histogram 2d-distribution, with no analytical expression

G. Arts, D. Habibi, L. Wang, K. Zhou, arXiv: 2510.01328



Complex-va lued quartic model

23

O Train DMs with CL sampled data, the obtained score at the end of Backward process

O CL drift used in CL process with noise in x direction only, while score in DMs with noise in both directions

O CL drift is not integrable, and has attractive fixed point at the origin

O DM score shows saddle point at the origin, with two peaks position attractive

G. Arts, D. Habibi, L. Wang, K. Zhou, arXiv: 2510.01328



Complex-va lued quartic model
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O Drift in SBM is not conservative by analyzing the curl of the score, thus can not integrate the score directly

O EBM learned the Energy directly, the score (from gradient of energy) is conservative, with direct distribution

                                                                                                                             first time that a parametrization of

                                                                                                                             distribution from a CL process is obtained

                                                                                                                             in non-trivial case wo histrogram way



More quantitative comparison
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O marginal distribution

O Higher order moments and cumulants                            MCMC-EBM: take energy function from EBM into MCMC



Generative diffusion model to heavy-ion collis ions

arXiv:2410.13069, PRC(Letter)2025

26



Point Cloud Diffusion Model for HICs – UrQMD cascade  model

27M. O.K, K. Zhou, J. S, H. S, arXiv:2412.10352 , arXiv:2502.16330



Point Cloud Diffusion Model for HICs – AI clone  of s imula tion

28M. O.K, K. Zhou, J. S, H. S, arXiv:2502.16330, arXiv:2412.10352

PointNet encoder + Normalizing flow decoder + Pointcloud diffusion  

Latent encoding 
of event features  
correlations

O  18k UrQMD simulation events for central 
      Au-Au@10 AGeV collisions

O  HEIDi: 
     Heavy-ion Events through Intelligent Diffusion



Point Cloud Diffusion Model for HICs – AI clone  of s imula tion

28M. O.K, K. Zhou, J. S, H. S, arXiv:2502.16330, arXiv:2412.10352

PointNet encoder + Normalizing flow decoder + Pointcloud diffusion  

O  18k UrQMD simulation events for central 
      Au-Au@10 AGeV collisions

O  HEIDi: 
     Heavy-ion Events through Intelligent Diffusion

Latent encoding 
of event features  
correlations

O  Running time of UrQMD simulation
       cascade :          ~ 3 sec/event; 
       with potential :   ~ 3 min/event;
       hybrid :              ~ 1 hour/event

O  HEIDI on A100: ~ 30 ms/event

O  Speedup 2 ~ 5 orders of magnitude



Summary

O Learn from Data: Generative AI can learn underlying Hamiltonian/Action 

O Learn from Hamiltonian/Action: Generative AI can do variational simulation

O Diffusion model is with similarity to Stochastic Quantization, 
                                and learn a flow of effective action – RG

O Higher-order cumulants is preserved in variance-exploding scheme DM

O DM (SBM, EBM) can study the distribution from complex Langevin process

O Generative AI, e.g., DM is also helping Heavy-Ion Collisions Fast Simulations

Thanks！



Normalizing Flow

28



Autocorrelation time and finally captured effective Action

12

validation R2 ~0.96 



2nd cumulant in variance-preserving scheme (DDPM)

19



Higher-order cumulants  in DDPM

20



Comparison of the two schemes

24



A collision event output

28M. O.K, K. Zhou, J. S, H. S, arXiv:2412.10352, arXiv:2502.16330
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