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The many faces of the CC problem

• Current observed CC very small  

• Hardest question actually 

• Why is it so small compared to any naive estimate? 

• The CC problem  

⇤obs ⇠ (10�3 eV)4 ⌧ M4
Pl

⇤obs ⌧ ⇤4
QCD



The many faces of the CC problem

• Even more puzzling 

• This ratio changes constantly in standard picture, 
and could have been many orders of magnitude off.  

• ``Why now” problem - coincidence problem    

⌦⇤,0 ⇠ ⌦m,0



Possible approaches to the CC problem

•  A UV softly broken symmetry sets the CC to zero 

• SUSY - expect 

• SUSY breaking scale at least 10 - 100 TeV (for 
example in gauge mediation) - reduces CC problem  

• Could try to use conformal symmetry, typically 

• 𝞊 is anomalous dimension, not a very big 
suppression generically        

⇤ / M4
SUSY

⇤ / ✏M4
UV



Possible approaches to the CC problem

• Dynamically relax the CC (adjustment mechanism) 

• Too bad there aren’t any - Weinberg no-go  

• No coupled scalar-gravity theory will have its 
ground state at 0 CC without tuning 

• Of course has assumptions: solution exactly 
Minkowski, no t or T dependence allowed - perhaps 
there are ways out?       



Possible approaches to the CC problem

• Anthropic approach  

• Many Universes (``Multiverse”) with different CC’s 
(CC ``scanned”) 

• We should live in Universe where structure can 
form   

• Need to populate multiverse - eternal inflation? 

• Need theory providing landscape - string theory?       

⇤ < (few · 10�3 eV)4



Problems with these approaches

• No known symmetry that works all the way 

• No known adjustment mechanism (+ no go) 

• Anthropics - no experimental predictions  

• Eternal inflation (seems to be necessary for 
anthropics) has measure problem - does not seem to 
have predictive power either  

• We are proposing a different approach - some 
elements similar to anthropics but dynamical 
selection, will have predictions and no measure 
problem      



Our idea

• Have an in-between solution that has some 
elements from anthropic approach, some dynamics 

• Circumvent Weinberg no-go by starting with a 
multiverse with many patches with different CC’s  

• Rather than do statistics and anthropic 
considerations have patches with large CC 
dynamically crunch in short time         

that parametrically (up to O(1) factors) it will be given by the scale

⇤max = O(
p
⇤observedMP l) ' O(TeV) (1.1)

suggesting that the TeV scale should emerge as a special scale, above which the CC would

have to be canceled by some other mechanism, for example via supersymmetry. [IBM:

actually we get
p

T · MPl, not
p
⇤MPl]

2 Basic Concept

The basic idea to address the CC problem is rather simple to describe. We circumvent

Weinberg’s no go theorem by taking a similar approach as in his antropic solution, namely

we assume that a large number of Hubble patches, each with a di↵erent value for the

cosmological constant, are generated during inflation. As opposed to the original idea,

however, we add dynamics which act to remove any patch with a large CC by causing it

to crunch early during the cosmological evolution, leaving today only patches with small

CC values. As a corollary, inflation need not be eternal or even last very long. We shall

further see that several observational consequences follow.

A schematic Penrose diagram is shown in Fig. ??, illustrating the idea. The large

external triangle corresponds to the inflation driven by the inflaton. During inflation,

which need not last longer than a few hundred e-folds (see Sec. ??), di↵erent Hubble patches

exhibit distinct values of the CC due to the presence of a scanning dynamics. Once inflation

ends, the universe is reheated and all patches enter an FRW phase. In a given patch, the

presence of a CC of size ⇤4, triggers a phase transition at time H�1

⇤
⇠

�
⇤2/

p
3MPl

��1
,

changing its value to be large and negative, subsequently driving the patch to crunch. The

smaller the value of the CC, the longer the patch survives before crunching. All patches

crunch at finite time.

Three somewhat independent modules of the theory, depicted in Fig ??, are needed to

achieve this scenario:

1. An inflationary sector driving inflation in the early universe for a finite time,

before reheating our universe.

2. A scanning sector responsible for varying the CC during the inflationary period

thereby generating a multitude of domains with di↵erent values of the CC.

3. A crunching sector that reacts to the presence of a large CC and acts to lower

its value driving the relevant patch to crunch. [TV: Di↵erent name?] [MG: maybe

killing sector]

The sectors are not necessarily disconnected. For example, in the model we describe below

the crunching sector is coupled to the inflaton and is reheated at the end of inflation.

The inflationary and scanning sectors have been thoroughly studied in the literature

and in this paper we o↵er nothing new to the discussion. In Section ?? we shortly review
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Our idea

• Have 3 sectors 

• Need hierarchy of scales         

• Inflationary sector - drives inflation and then 
reheating with scale           - finite relatively short 
period of inflation (will see how much N ~ 200)  

• Scanning sector - will populate the different 
vacua, scale          . Like Bousso- Polchinsky   

• Crunching sector - will be responsible for 
crunching, scale           

⇤inf

⇤max

⇤CFT

⇤max < ⇤CFT < ⇤inf



Our idea

• During inflation different Hubble patches will give 
rise to different CC’s due to scanning dynamics (but 
inflation does not have to last long)   

• Assume there is a maximal value 𝝠max < 𝝠inf   

Inflationary 
Sector

�inf

Crunching
SectorStandard Model

�CFT

Scanning
Sector

�max

Figure 1. Three di↵erent sectors, besides the SM, are assumed for our realization. The inflationary
sector is responsible for driving inflation at a scale ⇤inf . Inflation need not be eternal or have a large
number of e-folds. The scanning sector may be independent of all other sectors and is responsible
for producing a variety of Hubble patches with varying CC values. Several examples exist in the
literature []. The crunching sector, on which we focus in this paper, is responsible for the dynamics
which drives each patch with a large CC, ⇤4

 ⇤4
max to crunch within H�1

⇤ ⇠ (⇤2/
p
3MPl)�1 from

the end of the inflationary period. In the scenario discussed below, this sector is a CFT sector,
spontaneously broken at low temperature.

these sectors and discuss a lower bound on the number of e-folds produced during the

initial phase of inflationary.

Several approaches to the dynamics that drive the crunching regions may be taken.

Quite broadly such dynamics arise from either (i) a CC-dependent potential of a dynamical

field that can reduce the CC, or (ii) CC-dominated cosmology which triggers the phase

transition. In this paper we take approach (ii). At the end of inflation the crunching

sector is driven to a long-lived false vacuum. We then utilize the secondary phase of

inflation driven by the CC in a given patch, to trigger the phase transition. Indeed, during

inflation the temperature drops rapidly, going within a few Hubble times well below the

critical temperature. The decay of the (supercooled) crunching sector decreases the CC

to a negative value, driving to a short crunching period. A di↵erent scenario which takes

approach (i) will be presented in a future publication [? ].

To achieve the above, three scales are assumed:

• ⇤inf - the scale dominating the primary phase of inflation.

• ⇤max - the scale of the scanning sector, which is responsible to produce di↵erent

values of the CC in di↵erent patches, with a maximal CC value, ⇤max.

• ⇤CFT - the scale of the crunching sector which is responsible for eliminating regions

with a large CC. In this paper this sector is a CFT spontaneously broken at low

temperatures and with a vacuum energy of order �⇤4

CFT
.
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Our idea

• After inflation Universe reheated to T>𝝠inf 

• Patches with highest 𝝠 will re-enter inflation first and 
trigger phase transition in the CFT. If 𝝠CFT>𝝠max patch 
will crunch first. Patches with small 𝝠 will live long  

During 
Inflation

After 
Reheating

After 
Crunching  
(t� )� �

0 0

�inf �CFT-

��CFT��CFT��CFT

}�max0

}�max

}�max

Figure 1. Left: Our realization assumes three di↵erent sectors, besides the SM. The inflationary
sector is responsible for driving inflation at a scale ⇤inf . Inflation need not be eternal or have a
large number of e-folds (see Sec. 6 for discussion on the lower bound). The scanning sector may
be independent of all other sectors and is responsible for producing a variety of Hubble patches
with varying CC values. Several examples exist in the literature []. The crunching sector, which
is the focus in this paper, is responsible for the dynamics that drives each patch with a large CC,
⇤4

 ⇤4
max to crunch within H�1

⇤ ⇠ (⇤2/
p
3MPl)�1 from the end of the inflationary period. In the

scenario discussed below, this sector is a CFT sector, spontaneously broken at low temperature.
Right: The three scales are assumed to be (possibly very mildly) hierarchical: ⇤max < ⇤CFT < ⇤inf .
During inflation the crunching sector sits in the true vacuum (which contributes �⇤CFT to the
energy density) and the inflaton dominates the energy density. A variety of Hubble patches with
energy densities lying around the scale ⇤inf�⇤CFT, with a range of order ⇤max are populated during
this epoch. After reheating, the patches’ energy densities are distributed around zero with the same
range of order ⇤max. Those with large negative cosmological constant will crunch independently of
the crunching sector while those with positive (or small negative) crunch only once the CFT phase
transition is completed, thereby reducing their energy density by ⇤CFT and driving it to negative
values. At late times (or equivalently at zero temperature after the inflaton decayed), all patches
have a negative energy density.

⇤max < ⇤CFT. Conversely, to allow for the primary phase of inflation (which occurs at zero

temperature when the CFT is spontaneously broken), we must have ⇤CFT < ⇤inf . Thus,

all in all we assume the (possibly mild hierarchy), ⇤max < ⇤CFT < ⇤inf (see the right of

Fig. 1).

The inflationary and scanning sectors have been thoroughly studied in the literature

and in this paper we o↵er nothing new to the discussion. In Section 6 we shortly review

these sectors and discuss a lower bound on the number of e-folds produced during the

initial phase of inflationary.

Several approaches to the dynamics that drive the crunching regions may be taken.

Quite broadly such dynamics arise from either (i) a CC-dependent potential of a dynamical

field that can reduce the CC, or (ii) CC-dominated cosmology which triggers the PT. In this

paper we take approach (ii). At the end of inflation the crunching sector is assumed to be

reheated and thereby driven into a long-lived false vacuum. We then utilize the secondary

phase of inflation triggered by the CC in a given patch, setting o↵ a PT. Indeed, during

inflation the temperature drops rapidly, going within a few Hubble times well below the
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The crunching sector should be special

• Should turn large positive CC into large negative 
CC 

• Should not have happened for our Universe yet, so 
meV scales should not have crunched 

• meV scale should be metastable and energy 
differences should be much larger than the actual T 
and E now  

• Phase transition has to be strongly supercooled 

• Actual transition should happen much below the 
critical T     



Cosmic history
• For large CC patches 

       𝝠 ~ 100 GeV 

• For our patch 

       𝝠 ~ meV     

Inflation RD 2nd Inflation crunch

treheat

T ⇠ ⇤
1
4

t ⇠ MPl

⇤
1
2

Inflation RD 2nd Inflation crunch

treheat
t ⇠ MPl

⇤
1
2

MD
⇢ ⇠ ⇤



The cosmic history

• After reheating every patch radiation dominated 
(that’s why we need 𝝠max)  

• A patch will crunch after few inverse Hubble times 

• Regions with small 𝝠 will be long lived 

• Avoids measure problem - will only only need 
relatively short finite period of inflation 

• Solves ``Why now” - we are close to critical point 
about to undergo catastrophic PT      

tH ⇠ H
�1
⇤ ⇠ MPl

⇤
1
2



The crunching sector 
• This is the essential new ingredient of our model 

• Requirements: undergoes phase transition at low T 
which will trigger the crunch of the patch  

• PT for T < T0 such that we have not crunched yet, 
but jump in vacuum energy should be large 

• To be able to trigger crunch. Need strongly super 
cooled PT 

• Spontaneously broken CFT’s feature exactly such 
super cooled PT (at least for large N)  

Figure 2. A penrose diagram of the universe in our model

should be ⇤CFT > TeV4
� T 4

0
⇠ meV4. This condition implies that the PT should

be strongly super-cooled.

It is well-known that spontaneously broken conformal field theories (CFT’s) feature

exactly such a super-cooled PT (at least for large N). In addition, in the unbroken phase

the CFT contribution to the CC vanishes, while in the broken phase it will be large and

negative, providing the necessary jump in the CC to induce the crunch. The first order

phase transition will happen via bubble nucleation, and for a successful model the tunneling

probability, from the metastable high-T vacuum to the true vacuum with broken scale

invariance, has to remain negligibly small down to T ⇠meV, but allow for a transition

not too far below it. Thus at that temperature the tunneling probability should rapidly

increase, thereby facilitating the phase transition with a large change in the vacuum energy.

We note that a Randall-Sundrum-type gravity dual of a large-N non-supersymmetric CFT

satisfies (almost) all requirements immediately. It features a first order conformal phase

transition that is strongly super-cooled, exactly of the sort we have outlined above. As we

will see the only issue with this model is that the bounce action, controling the tunneling

probability, will be only mildly temperature-dependent, implying a slow change in the

probability. rather than the sudden jump we are looking for. To achieve that we will

introduce an explicit breaking of the CFT through a hidden QCD sector (following ??)

which will facilitate the phase transition soon below the meV scale. We present the details

of the entire construction here and show that the maximal value of the CC that can be

eliminated with this construction is of the order ⇤max ⇠
p
meVMP l ⇠ O(TeV), providing

a novel argument for the existence of new physics around the TeV scale.

– 7 –



The crunching sector 
• CC in unbroken phase (high T) vanishes  

• CC in broken phase (zero T) could be large 
negative 

• PT via bubble nucleation 

• Tunneling probability has to remain negligible down 
to T < T0 but soon after should jump to be high 

• Randall-Sundrum large N dual of broken CFT has 
all these properties automatically  

• Only issue tunneling probability only mildly T-
dependent - will need to go much below meV for PT



The crunching sector 

• Will see from explicit calculation  
where            is T where PT actually happens 

•  We want                   to have maximize CC that can 
be canceled 

• In that case we get an actual prediction  

• A dynamical realization of the numerical relation 
prediction the weak scale  

• To achieve                    will have to add a hidden 
QCD’ sector to RS (will see details soon) 

⇤max ⇠
q

T̃CFTMPl

T̃CFT

T̃CFT ⇠ T0

Figure 2. A penrose diagram of the universe in our model

should be ⇤CFT > TeV4
� T 4

0
⇠ meV4. This condition implies that the PT should

be strongly super-cooled.

It is well-known that spontaneously broken conformal field theories (CFT’s) feature

exactly such a super-cooled PT (at least for large N). In addition, in the unbroken phase

the CFT contribution to the CC vanishes, while in the broken phase it will be large and

negative, providing the necessary jump in the CC to induce the crunch. The first order

phase transition will happen via bubble nucleation, and for a successful model the tunneling

probability, from the metastable high-T vacuum to the true vacuum with broken scale

invariance, has to remain negligibly small down to T ⇠meV, but allow for a transition

not too far below it. Thus at that temperature the tunneling probability should rapidly

increase, thereby facilitating the phase transition with a large change in the vacuum energy.

We note that a Randall-Sundrum-type gravity dual of a large-N non-supersymmetric CFT

satisfies (almost) all requirements immediately. It features a first order conformal phase

transition that is strongly super-cooled, exactly of the sort we have outlined above. As we

will see the only issue with this model is that the bounce action, controling the tunneling

probability, will be only mildly temperature-dependent, implying a slow change in the

probability. rather than the sudden jump we are looking for. To achieve that we will

introduce an explicit breaking of the CFT through a hidden QCD sector (following ??)

which will facilitate the phase transition soon below the meV scale. We present the details

of the entire construction here and show that the maximal value of the CC that can be

eliminated with this construction is of the order ⇤max ⇠
p
meVMP l ⇠ O(TeV), providing

a novel argument for the existence of new physics around the TeV scale.
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The model 

• Two phases of RS. Low temperature phase: RS - 
Goldberger Wise model 

• Slice of AdS5 with metric 

• z=R UV brane, z=R’ IR brane 

• Location of IR brane: radion/dilaton 

• Original RS: 𝛘 is a flat direction (no potential at all) 

• With GW stabilization potential V(𝛘)  

3.2 The Model

As explained above for the concrete model of the super-cooled phase transition in cosmology

we will use a Randall-Sundrum (RS) model with Goldberger-Wise (GW) stabilization,

which is dual to a spontaneously broken conformal field theory (CFT). In this model we

have a slice of AdS5 space described by the metric

ds2 =
R2

z2
(dx2

� dz2) (3.1)

where R is the AdS curvature. The AdS space is truncated at z = R by the UV brane

while at zero temperature there is a second brane called the IR brane at z = R0
� R. The

position of this IR brane (before stabilization) is arbitrary, corresponding to the pseudo-

Goldstone boson (pGB) of the breaking of scale invariance - the dilaton µ ⌘ 1/R0. We

will be using the canonically normalized dilaton field � / µ throughout this paper. The

Goldberger-Wise stabilization mechanism involves adding a massive bulk scalar field �

with boundary potentials on the two branes. These boundary potentials together with the

bulk mass will force a non-trivial 5D profile for the scalar, which in turn will result in the

stabilization of the radion. For more details see App. ??. We will be analyzing the theory

assuming that the dilaton is light compared to all other degrees of freedom, and will be

restricting ourselves to the e↵ective potential of stabilized dilaton (after integrating out

the bulk scalar and graviton modes) of the form

Veff (�) = ��4 +
�1

M ✏1
�4+✏1 �

�2

M ✏2
�4+✏2 . (3.2)

Here M ⇠ 1/R corresponds to the UV scale. The �4 term is expected to appear in the

scale invariant theory, while the terms with powers 4+ ✏1,2 correspond to explicit breaking

terms. For the case of the GW stabilization the � coe�cients are not much smaller than

one and the ✏i exponents are small, which will generate the UV-IR hierarchy. As we will

see in sec ???, we need one of the exponents, here taken as ✏2, to be O(1) and negative, and

its coe�cient �2 ⌧ 1 for this model to generate the proper nucleation rates. Such a term

can originate from an additional gauge group in the bulk, as explained in App. B. With

this choice, the third term in Eq. (3.2) is negligible except for very small �. In particular,

it is negligible at the minimum of the potential generated by the first two terms, given by

�min ⇡ M

✓
��

�1

◆
1/✏1

. (3.3)

The third term in Eq. (3.2) dominates for very small � and drives the e↵ective coupling
Veff (�)

�4 to O(1) values at � ⌘ �⇤ ⌧ �min. This will be crucial to ensure a sudden increase

of the nucleation rate at low temperatures. We present a more detailed explanation of the

setup for this model in App. ?? we give more detailed explanation of the setup for this

model.

At finite temperature there is a second phase of the theory, which on the 5D side is

described by the Euclidean AdS-Schwarzschild solution given by the metric []

ds2 =

✓
R2

z2
�

z2R2

z4
H

◆
dt2 +

R2

z2

X

i

dx2

i +
R

4

z4

R2

z2
�

z2R2

z
4
H

dz2 (3.4)
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1

R0

where k is the AdS curvature. The AdS space is truncated at z = 1/k by the UV brane while

at zero temperature there is an IR brane at z = zIR � 1/k. The position of this IR brane

(in the absence of stabilization) is arbitrary, corresponding to the dilaton, � ⌘ 1/zIR, the

pseudo-Goldstone boson (pGB) of broken scale invariance. We stress that with our choice

of parametrization, the dilaton is non-canonical,

L � �
3(N2

� 1)

4⇡2
(@µ�)2 , (3.2)

where N is the number of colors in the dual (unbroken) CFT, N2
�1 = 16⇡(MR)3 = 4c/⇡

with c its central charge.

The Goldberger-Wise stabilization mechanism involves adding a massive bulk scalar

field, �, with boundary potentials on the two branes. These potentials together with

the bulk mass forces a non-trivial 5D profile for the scalar, which in turn results in the

stabilization of the radion. For more details see App. ?? and [1, 2]. We analyze the theory

assuming that the dilaton is light compared to the all other composite degrees of freedom,

and restrict ourselves to the e↵ective potential of a stabilized dilaton (after integrating out

the bulk scalar and graviton modes) of the form

Veff (�) = ��4 +
�1

M ✏1
�4+✏1 �

�2

M�✏2
�4�✏2 . (3.3)

Here M is an arbitrary scale taken to be k for simplicity. The �4 term is expected to appear

in the scale invariant theory, while the terms with powers 4 ± ✏1,2 correspond to explicit

breaking of scale invariance. For the case of the GW stabilization, the � coe�cients are

smaller than one but not hierarchically so, while ✏i ⌧ 1, thereby generating the UV-IR

hierarchy (also in that case ✏2 ' �2✏1). As we show in Sec. ??, a supercooled PT, (from a

hot CFT phase to the spontaneously broken one), with a bounce action that quickly drops

below some temperature, T⇤, requires, for example, ✏2 to be O(1) and positive. Demanding

further that T⇤ ⌧ M implies that �2 ⌧ 1, (see Eq. (4.8)). With this choice, the third term

in Eq. (3.3) is negligible except for very small � and in particular, it does not influence the

location of the minimum which is given by

�min ' M

✓
�

4�

(4 + ✏1)�1

◆
1/✏1

. (3.4)

The role of the third term in Eq. (3.3) is nonetheless crucial. For � at some critical value,

�⇤,

�⇤ ⌘ �1/✏2
2

M ⌧ �min (3.5)

the e↵ective coupling
Veff (�)

�4 crosses unity and soon after the e↵ective theory breaks down

as the dilaton is no longer parametrically light. This property of the e↵ective coupling then

ensures that the bounce action becomes large at low temperatures [for T < T⇤(�⇤)], and

the nucleation rate skyrockets. A more detailed explanation of the setup for this model is

presented in appendices ?? and B.

As was shown in [3, 4] and reviewed in App. B, the third term of Eq. (3.3) with the

properties discussed above, can originate from an additional gauge group in the bulk of
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CFT interpretation 

• CFT interpretation: 𝛘 is Goldstone boson of broken 
scale transformation (dilaton). 𝛘4 potential scale 
invariant and allowed (does not have to be derivative) 

• 4+𝝐1,2 terms (small) explicit breaking terms  

• 𝝐1 term usual GW stabilization  

• Coefficient of 𝝐2 term very small 𝝺2<<1 - will be due 
to additional bulk dynamics (needed to generate right 
properties of bubble nucleation rate) 



The model 

• Minimum of potential (third term negligible)  

• For very small 𝛘 the behavior of potential changes 
due to third term                                   for    

• Will be crucial for drop in bounce action  

• Aside on generating the third term 

Veff (�)/�
4
⇠ O(1)

where k is the AdS curvature. The AdS space is truncated at z = 1/k by the UV brane while

at zero temperature there is an IR brane at z = zIR � 1/k. The position of this IR brane

(in the absence of stabilization) is arbitrary, corresponding to the dilaton, � ⌘ 1/zIR, the

pseudo-Goldstone boson (pGB) of broken scale invariance. We stress that with our choice

of parametrization, the dilaton is non-canonical,

L � �
3(N2

� 1)

4⇡2
(@µ�)2 , (3.2)

where N is the number of colors in the dual (unbroken) CFT, N2
�1 = 16⇡(MR)3 = 4c/⇡

with c its central charge.

The Goldberger-Wise stabilization mechanism involves adding a massive bulk scalar

field, �, with boundary potentials on the two branes. These potentials together with

the bulk mass forces a non-trivial 5D profile for the scalar, which in turn results in the

stabilization of the radion. For more details see App. ?? and [1, 2]. We analyze the theory

assuming that the dilaton is light compared to the all other composite degrees of freedom,

and restrict ourselves to the e↵ective potential of a stabilized dilaton (after integrating out

the bulk scalar and graviton modes) of the form

Veff (�) = ��4 +
�1

M ✏1
�4+✏1 �

�2

M�✏2
�4�✏2 . (3.3)

Here M is an arbitrary scale taken to be k for simplicity. The �4 term is expected to appear

in the scale invariant theory, while the terms with powers 4 ± ✏1,2 correspond to explicit

breaking of scale invariance. For the case of the GW stabilization, the � coe�cients are

smaller than one but not hierarchically so, while ✏i ⌧ 1, thereby generating the UV-IR

hierarchy (also in that case ✏2 ' �2✏1). As we show in Sec. ??, a supercooled PT, (from a

hot CFT phase to the spontaneously broken one), with a bounce action that quickly drops

below some temperature, T⇤, requires, for example, ✏2 to be O(1) and positive. Demanding

further that T⇤ ⌧ M implies that �2 ⌧ 1, (see Eq. (4.8)). With this choice, the third term

in Eq. (3.3) is negligible except for very small � and in particular, it does not influence the

location of the minimum which is given by

�min ' M

✓
�

4�

(4 + ✏1)�1

◆
1/✏1

. (3.4)

The role of the third term in Eq. (3.3) is nonetheless crucial. For � at some critical value,

�⇤,

�⇤ ⌘ �1/✏2
2

M ⌧ �min (3.5)

the e↵ective coupling
Veff (�)

�4 crosses unity and soon after the e↵ective theory breaks down

as the dilaton is no longer parametrically light. This property of the e↵ective coupling then

ensures that the bounce action becomes large at low temperatures [for T < T⇤(�⇤)], and

the nucleation rate skyrockets. A more detailed explanation of the setup for this model is

presented in appendices ?? and B.

As was shown in [3, 4] and reviewed in App. B, the third term of Eq. (3.3) with the

properties discussed above, can originate from an additional gauge group in the bulk of
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Effect of extra bulk group  

•  A simple way to generate third term in the potential: 
add an additional bulk gauge group that confines 
(idea of von Harling and Servant) 

• Running of coupling: 

• Get 𝛘 dependent confinement scale: 

• Where 

Integrating out � by plugging this solution back into the action we find that the energy

has the following dependence of the inter-brane separation � = R

R0
2

V (�) ⇡

✓
�IR +

4v2
IR

R4

◆
�4

�
8

R4
vIRvUV �4+✏+

4v2
UV

R4
�4+2✏

⌘ ��4
��✏�

4+✏+�2✏�
4+2✏ (A.5)

where the �s are taken to be positive and ✏ negative. We will take � > �✏ > �2✏, while

keeping all of them O(1). For values of � satisfying

� > �̂ =

✓
�2✏

�✏

◆�
1
✏

(A.6)

the �4+2✏ term can be neglected. For small ✏, �̂ can be arbitrarily small hence we can use

the following expression for the dilaton potential of the RS-GW model:

V (�) ⇡ ��4
� �✏�

4+✏ (A.7)

The � scalar is identified via the AdS/CFT correspondence with the Goldstone boson of the

spontaneous breaking of the conformal symmetry - the dilaton. On the CFT side RS-GW

is a theory of a spontaneously broken conformal symmetry in the presence a near marginal
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L = LCFT + �Oµ✏
O (A.8)

and the leading order dilaton potential given by Eq. A.7, the first two terms used in our

model in (??).

B E↵ect of the Additional Bulk Gauge Group

While the RS-GW model reviewed in App. A produces the first two terms in (??), we have
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] who were investigating possible scenarios for facilitating the RS phase transition. They

noticed that the additional scale dependence introduced into the RS model when the e↵ects
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The assumption is that QCD lives in the bulk of the extra dimension (corresponding to a

“partially composite” gluon field). Hence we will also assume the presence of an additional

bulk G=SU(N) gauge group (unrelated to QCD which is elementary in this picture and

lives on the UV brane). The running of the coupling of G will be given by [? ]

1

g2(Q, �)
=

log k

�

kg2
5

�
bUV

8⇡2
log

k

Q
�

bIR
8⇡2

log
�

Q
+ ⌧UV + ⌧IR (B.1)

2For the actual calculation of the bounce action the normalization of � is important, and there we always

use � for the canonically normalized dilaton field, which di↵ers by an O(1) constant from R/R0.
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where Q is the running scale and the dependence on � is introduced due to the finite size of

the extra dimension. In this equation k = 1/R is the AdS curvature, ⌧UV,IR are the brane

localized kinetic terms on the two branes and bUV,IR are the 4D beta functions of the fields

localized on the UV/IR branes. Note that (B.1) is valid only for Q
⇠
< �. Nominally for

Q > � the coupling will be independent of �. We will get back to this issue later. Using

(B.1) we can find the scale ⇤(�) where the coupling diverges [? ]:

⇤(�) =

✓
kbUV �bIRe�8⇡

2
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k

⌘�bCFT

◆ 1
bUV +bIR
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◆
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(B.2)

where

n =
bIR � bCFT

bUV + bIR
. (B.3)

⇤0 is the dynamical scale when the dilaton is at its minimum �min and bCFT = �
8⇡

2

kg
2
5
.

The expression (B.2) for ⇤(�) is valid only when �
⇠
> ⇤(�), corresponding to the fact that

the scale of spontaneous scale symmetry breaking happens before the condensation in this

additional gauge group. The physics behind this requirement is to make sure that the

explicit breaking introduced by the scale ⇤ can be treated as a small perturbation on the

approximately conformal theory. Otherwise the explicit breaking will be larger than the

spontanoeus breaking, and one should not be using the original dilaton � as the low-energy

degree of freedom. There may be another low-energy e↵ective theory in terms of branes

and some other dilaton field, however the form of that would strongly depend on the details

of the dynamics. Hence the regime � < ⇤(�) is model dependent and not calculable. In our

calculation for the tunneling probability we will have to clearly separate the contributions

that can be reliably obtained from the calculable region, and provide estimates for the

corrections from the uncalculable regime.

The contribution of the extra dynamics to the dilaton potential is expected to be of

the form

VG = �↵⇤4

G(�) (B.4)

where ↵ is an O(1) coe�cient that depends on the exact matter content and dynamics of

this new confining SU(N) theory. For example [? ] found that for the contribution of the

gluon condensate in QCD ↵ =
�QCD

17
. Using (B.2) we find that the form of the induced

dilaton potential will be

VG = �↵⇤4

0

✓
�

�min

◆
4n

⌘ ��4

⇤

✓
�

�⇤

◆
4n

(B.5)

where the characteristic scale of this new contribution to the dilaton potential will be given

by

�⇤ = ⇤0

✓
⇤0

�min

◆ n

1�n

(B.6)

and the O(1) dimensionless parameter  has been introduced to conform to the notation of

[? ]. Clearly it is �⇤ that will determine the temperature scale at which the QCD dynamics

will start having O(1) e↵ect on the tunneling rate, and a priori we expect (up to numerical

constants) �⇤ ⇠ O(10�3eV).
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Effect of extra bulk group  

• The expected contribution to the potential of this 
confining group: 

• Where 

•                                    is the value at which this term 
becomes large 
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The high T phase  

• At high T model on 5D side described by AdS-
Schwarzschild 

• zH is location of the horizon. For  zH →∞ reproduce 
AdS metric. zH also sets the Hawking temperature of 
the BH:  

• Which also has to coincide with the periodicity of the 
time coordinate

3.2 The Model

As explained above for the concrete model of the super-cooled phase transition in cosmology

we will use a Randall-Sundrum (RS) model with Goldberger-Wise (GW) stabilization,

which is dual to a spontaneously broken conformal field theory (CFT). In this model we

have a slice of AdS5 space described by the metric

ds2 =
R2

z2
(dx2

� dz2) (3.1)

where R is the AdS curvature. The AdS space is truncated at z = R by the UV brane

while at zero temperature there is a second brane called the IR brane at z = R0
� R. The

position of this IR brane (before stabilization) is arbitrary, corresponding to the pseudo-

Goldstone boson (pGB) of the breaking of scale invariance - the dilaton µ ⌘ 1/R0. We

will be using the canonically normalized dilaton field � / µ throughout this paper. The

Goldberger-Wise stabilization mechanism involves adding a massive bulk scalar field �
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�

z2R2

z
4
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where zH is the locations of the black hole horizon. For zH ! 1 (3.4) reproduces the AdS

metric (3.1). The Hawking temperature of the BH is given by

TH =
1

⇡zH
(3.5)

which will also set the periodicity of the Euclidean time direction corresponding to the

temperature of the system:

��1 = T = TH . (3.6)

For other choices of � there would be a conical singularity at the horizon. The transition

between the two space-times is the Hawking-Page phase transition. The dynamics of the

actual phase transition is easier to understand from the CFT side. Here at low temperatures

we have a theory of spontaneously broken conformal symmetry, where the symmetry is

restored at temperatures above the critical temperature, defined by the equality of the free

energies. The free energy of the broken, low temperature phase is mostly energetic and

given by:

Fbroken(�, T ) ⇡ V (�) (3.7)

and in particular the minimum has Fmin = �
✏1�

4
�4

min
. The hot conformal phase is simply

black-body radiation with the free energy:

Fconformal = �
⇡2

8
N2T 4 (3.8)

where N is the number of colors in the CFT, related to the 5D parameters as N =

4⇡(MR)
3
2 . The critical temperature is

Tc = �min

✓
2�

⇡2N2

◆
1/4

(3.9)

3.3 The potential at small �

Before getting into the details of the phase transition we will discuss the shape of the

dilaton potential, in particular its behavior for small values of �. In Fig. 3 we present

a 1d illustration of the potential, which was obtained by gluing the radion potential to

a finite temperature potential for the BH horizon, where the gluing is done at the point

where both are taken to infinity. This 1d parametrization serves only as an illustration

of the fact that at low temperatures there is a barrier between the two phases of order

|Fconformal(T )| ⇠ T 4, and the phase transition proceeds through bubble nucleation, which

we will discuss in detail in the next section. Furthermore, at finite temperature the e↵ective

potential of the radion breaks down at � < T , when the local Planck scale gets below the

temperature. For this region finite temperature corrections should be sizeable, however as

we will discuss in detail later will only introduce a small uncertainty in our calculation of

the nucleation probability. In Fig. 4 we illustrate the potential as a function of the IR brane

and the horizon location in a 2 dimensional plot. This figure is again only an illustration

intended to show that the calculable part of the potential has a small parameter, while
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The phase transition  
• Hawking-Page PT - easiest to describe on CFT side 

• There simply going from unbroken CFT at high T to 
broken CFT 

• Critical temp. from equality of free energies:   

• In hot phase just black body radiation   

• The critical temperature
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The full potential of the two phases  
• Simplified sketch of full potential: glue together 
dilaton potential and BH potential at point where the 
IR brane is moved to infinity to the point where the 
BH horizon is moved to infinity (Creminelli et al 2001)
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Veff

Figure 3. A 1D illustration of the potential of the system. The potential is obtained by gluing
together the dilaton potential, V (�). (on the right of the vertical line at � = Th = 0) and the
thermal potential of the black brane as a function of its Hawking temperate, Th (on the left). The
gluing is done when both the IR brane and the black hole horizon are taken to infinity. At large
�, the Goldberger-Wise potential is dominating. For small �  �⇤, an explicit breaking of the
conformal symmetry deforms the potential, introducing a barrier with a typical scale �⇤. In our
scenario, the explicit breaking arises from an additional confining gauge group in the bulk of the
AdS.

3.2 The Potential at Small �

Before moving to the dynamics of the phase transition we would like to discuss the shape

of the dilaton potential, and in particular its behavior for small values of �. In Fig. 3 we

present a 1d illustration of the potential, which was obtained by gluing the radion potential

to a finite temperature potential for the BB horizon, where the gluing is done at the point

where both are taken to infinity. This is the approach taken in [15], where the authors use

the value of the free energy for an unbroken CFT at zero temperature as their reference,

setting it to zero. In [15], the 1d parameterization correctly reproduces the size of the

barrier and shows that the potential is much steeper on the BB side. Strictly speaking,

however, there is no justification in treating the BB as a single degree of freedom, as there

is no small parameter making it lighter than the rest of the composite tower. Moreover,

at finite temperature the e↵ective potential of the radion breaks down for � < T where

additional KK-modes are thermally excited. As we will see, both of these caveats result in

a small uncertainty in our calculation of the nucleation rate. A slightly more informative

description is given by a two dimensional plot in Fig. 4, wherein we illustrate the potential

as a function of the IR brane and the horizon location.

Our analysis here di↵ers from [15] in one important detail. We have seen that at a

value of the dilaton � = �⇤ the additional term / �4+✏2 in Eq. (3.3) will become dominant.
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The full potential of the two phases

• Note at small 𝛘 < 𝛘* explicit breaking will be large. 
In CFT language we expect to flow to a different CFT. 
Characteristic scale will be 𝛘* rather than T in 
uncalculable region 𝛘 < 𝛘* 

• Other uncalculable region: 𝛘<T - finite T corrections 
sizeable, local Planck scale below T. 

➝Th

➝

T>Tc

T=Tc

T<Tc
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Veff

Figure 3. A 1D illustration of the potential of the system. The potential is obtained by gluing
together the dilaton potential, V (�). (on the right of the vertical line at � = Th = 0) and the
thermal potential of the black brane as a function of its Hawking temperate, Th (on the left). The
gluing is done when both the IR brane and the black hole horizon are taken to infinity. At large
�, the Goldberger-Wise potential is dominating. For small �  �⇤, an explicit breaking of the
conformal symmetry deforms the potential, introducing a barrier with a typical scale �⇤. In our
scenario, the explicit breaking arises from an additional confining gauge group in the bulk of the
AdS.

3.2 The Potential at Small �

Before moving to the dynamics of the phase transition we would like to discuss the shape

of the dilaton potential, and in particular its behavior for small values of �. In Fig. 3 we

present a 1d illustration of the potential, which was obtained by gluing the radion potential

to a finite temperature potential for the BB horizon, where the gluing is done at the point

where both are taken to infinity. This is the approach taken in [15], where the authors use

the value of the free energy for an unbroken CFT at zero temperature as their reference,

setting it to zero. In [15], the 1d parameterization correctly reproduces the size of the

barrier and shows that the potential is much steeper on the BB side. Strictly speaking,

however, there is no justification in treating the BB as a single degree of freedom, as there

is no small parameter making it lighter than the rest of the composite tower. Moreover,

at finite temperature the e↵ective potential of the radion breaks down for � < T where

additional KK-modes are thermally excited. As we will see, both of these caveats result in

a small uncertainty in our calculation of the nucleation rate. A slightly more informative

description is given by a two dimensional plot in Fig. 4, wherein we illustrate the potential

as a function of the IR brane and the horizon location.

Our analysis here di↵ers from [15] in one important detail. We have seen that at a

value of the dilaton � = �⇤ the additional term / �4+✏2 in Eq. (3.3) will become dominant.
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The crunching phase transition 
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In addition to the large thermal corrections for � < T there is an additional e↵ect at

small � due to the additional term in the potential. We have seen in the general discussion

that we expect the usual �min Goldberger-Wise minimum to appear at large �, but at

some point �⇤ the additional term / �4+✏2 will start dominating. The definition of �⇤ is

Veff (�⇤)/�4
⇤ = 1. In the CFT language this implies that the e↵ect of an explicit breaking

term is becoming O(1), hence the e↵ect of the perturbation will be large, and one expects

to be driven to a di↵erent fixed point. In the 5D AdS language this would mean that at a

position around �⇤ there would be a domain wall that is separating the two regions of AdS

space. While we do not know much about the details of the behavior of the theory below

�⇤, what we do expect is that there will be a term in the potential set by �⇤, which can

be understood either as a threshold correction in the CFT language or the contribution of

the domain wall sitting at �⇤ in the 5D language. If the tension of this domain is negative,

it will generate a barrier of order �4
⇤ in the dilaton potential we would have without this

additional term. This implies that uncalculable the region � < �⇤ will be dominated by

the energy scale �⇤, and as we will see later the bubble nucleation probability will also be

set by �⇤, and not by the temperature T . An illustration of this potential is given in Fig. 3.

4 The Crunching Phase Transition

4.1 Preliminaries

The essence of our crunching mechanism is the phase transition corresponding to the decay

of the metastable high-temperature CFT (described by the blackhole of the AdS-S metric [?

]) to the spontaneously broken minimum (described by the RS with GW solution [? ]) also

known as the Hawking-Page phase transition [? ]. Usually two contributions to the bubble

nucleation rate are considered: an O(4)-invariant action [? ], S4, and an O(3)-invariant

finite-temperature contribution, S3(T )/T [? ]. Here we discuss only the latter and will

come back to the role of the S4 invariant solution in the next subsection.

For large temperatures T � �⇤ the rate of thermal bubble nucleation per unit volume

is expected to be given by [? ]

�(T )/V = �0 · T
4

✓
S3(T )

2⇡T

◆
3/2

e�S3(T )/T (4.1)

where T is the temperature of the CFT and �0 as an O(10�3
�103) pre-factor, as discussed

in App. C.3. For high T the theory is approximately conformal and the only explicit scale

in the theory is T , hence the determinant corresponding to the prefactor in Eq. (4.1) is

expected to be proportional to T 4. Once T is lowered to around T
⇠
< �⇤ we can see

from Fig. 3 that the characteristic scale will be set by �⇤. At those low temperatures

we expect the S4 invariant bubble to become dominant and lead to a decay rate �/V /

�4
⇤(S4/2⇡)2e�S4 .

To calculate S3(T ), one needs to solve 4-dimensional Euclidean classical EOM, wheres

it is assumed that the solution is invariant in the fourth dimension, and spherically sym-

metric in the other three. For a cannonically normalized field � the EOMs in terms of the
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3d radius is,

�00 +
2

r
�0

� V 0(�) = 0 . (4.2)

where V is the potential describing the system. This equation can be understood as

describing the classical motion of a point particle in an inverted potential �V and a friction

term, with r playing the role of time. The corresponding bounce action is then given by,

S3 = 4⇡

Z
1

0

dr · r2
✓

�̄02

2
+ V (�̄)� VCFT

◆
, (4.3)

where VCFT is the value of the energy density of the false (hot CFT) vacuum, Eq. (3.8),

and �̄ is the solution to the equation of motion, Eq. (4.2) with the boundary conditions

�0(r = 0) = 0 and �̄(r ! 1) = �CFT(T ). The value at the origin �(r = 0) ⌘ �r(T ) is

called the release value of the field �, which sits on the true vacuum side of the barrier,

while �CFT(T ) is the value of the field at the false (hot CFT) vacuum.

As we have seen our system exhibits two di↵erent phases with very distinct sets of

degrees of freedom. What should one use for the corresponding field, �? In the broken
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The potential for tunneling  
• What is the field to use in bounce?  

• For               clear - just the dilaton 

• For               potential breaks down, more DOF’s 
may be needed…. 

• For hot CFT phase no small parameter, not clear 
what the right DOF’s are… 

• Nevertheless…  
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The potential for tunneling  

Figure 3. A 1D illustration of the potential of the system. The potential is obtained by gluing
together the GW potential as a function of the dilaton � (on the right) and the black body potential
of the black hole as a function of temperate (on the left). The gluing is done when both the IR
brane and the black hole horizon are taken to infinity. For small � we have also added the e↵ect of
the additional term �4+✏2 which is negligible for large � but will introduce an important threshold
correction for � < �⇤. We can see that in that region the characteristic size of the potential is set
by �⇤.
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IR brane is behind

the Horizon

Broken 
phase

Rolling

Figure 4. A 2d illustration of the e↵ective potential describing both phases of the spontaneously
broken CFT. We also show the path of an e↵ective euclidean particle tunneling from the false
vacuum to the true one.

the incalculable part corresponding to � < T doesn’t. This fact will be important for the

calculation of the bubble nucleation rate presented in the next section.
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Estimate for the bounce action
•  Simple estimate for calculable part 

• The region where bounce is will be dominated by 
the 𝝐2 term. Characteristic length scale ~ bubble 
radius 

• Release point should be such that we barely make it 
up to the false vacuum

Since the minimum of the broken phase lies far from the origin, �min � T (see

Eq. (3.3)), while the field space of the unbroken phase spans a distance of order T , one

expects the calculable part of S3(T ) to dominate over the non-calculable part. Below we

show that as the temperature drops, the release point, �r(T ), associated with the bound-

ary condition at center of the bubble, moves towards the origin. Once �r(T )  T , the

calculable part of the action vanishes. As we argue below and in App. C.3, the absence

of a small parameter suggest that the (now dominating) non-calculable part of the action

for such low temperatures is of order one, Snon�calc

3
(T )/T = O(N2) [MG: We really need

to address this, it’s not order 1 exactly]. We will use this fact when estimating the largest

possible CC that can be crunched away using the dynamics discussed here.

4.2 Back-of-the-Envelope Estimate of the Bounce Action

The calculable part of the bounce action S3(T ) can be evaluated by computing Eq. (4.3)

where the upper integration limit is replaced by rmax, where rmax is the point where the

calculation breaks down (due to one of several reasons to be discussed in App. C.3). Before

diving into the full treatment of the bounce action calculation, it is useful to provide a rough

estimate for the parametric dependence of Scalc

3
(T ), which will give us some intuition on

what region of the parameters will be most interesting for obtaining a realistic model.

The typical distance scale associated with the solution of Eq. (4.2) (for � ! � and

V ! Ve↵(�)), gives a good estimate for the size of the bubble and scales as
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In the above we used the last term of Eq. (3.2) which is expected to dominate the action

for �2 < 0 [IBM: ✏2?] and small enough temperatures (corresponding to a su�ciently small

�r). At the same time �r can be estimated using energy considerations: as � rolls down

the inverted Ve↵ potential from �r to the origin, it gains kinetic energy. This kinetic energy

must then be used to climb up to peak of the inverted potential corresponding to the false

vacuum of the hot CFT of order N2T 4. Neglecting the friction term in Eq. (4.2), and

equating the two energies �2
r/R2

bubble
⇠ VCFT one finds,

�r ⇠ NT 2Rbubble . (4.6)

Using Eqs. (4.5) and (4.6) we obtain,
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Plugging into the S3(T ) action, Eq. (4.3), we find using S3 ⇠ Rbubble�2
r
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We can draw two important conslusions from these estimates. First, in agreement

with the statements above, as the temperature drops, the release point, �r, is driven to the

– 13 –

Since the minimum of the broken phase lies far from the origin, �min � T (see

Eq. (3.3)), while the field space of the unbroken phase spans a distance of order T , one

expects the calculable part of S3(T ) to dominate over the non-calculable part. Below we

show that as the temperature drops, the release point, �r(T ), associated with the bound-

ary condition at center of the bubble, moves towards the origin. Once �r(T )  T , the

calculable part of the action vanishes. As we argue below and in App. C.3, the absence

of a small parameter suggest that the (now dominating) non-calculable part of the action

for such low temperatures is of order one, Snon�calc

3
(T )/T = O(N2) [MG: We really need

to address this, it’s not order 1 exactly]. We will use this fact when estimating the largest

possible CC that can be crunched away using the dynamics discussed here.

4.2 Back-of-the-Envelope Estimate of the Bounce Action

The calculable part of the bounce action S3(T ) can be evaluated by computing Eq. (4.3)

where the upper integration limit is replaced by rmax, where rmax is the point where the

calculation breaks down (due to one of several reasons to be discussed in App. C.3). Before

diving into the full treatment of the bounce action calculation, it is useful to provide a rough

estimate for the parametric dependence of Scalc

3
(T ), which will give us some intuition on

what region of the parameters will be most interesting for obtaining a realistic model.

The typical distance scale associated with the solution of Eq. (4.2) (for � ! � and

V ! Ve↵(�)), gives a good estimate for the size of the bubble and scales as

Rbubble ⇠ [V 00

e↵
(�r)]

�1/2
⇠

✓
M ✏2

�2

◆
1/2

��1�✏2/2
r . (4.5)

In the above we used the last term of Eq. (3.2) which is expected to dominate the action

for �2 < 0 [IBM: ✏2?] and small enough temperatures (corresponding to a su�ciently small

�r). At the same time �r can be estimated using energy considerations: as � rolls down

the inverted Ve↵ potential from �r to the origin, it gains kinetic energy. This kinetic energy

must then be used to climb up to peak of the inverted potential corresponding to the false

vacuum of the hot CFT of order N2T 4. Neglecting the friction term in Eq. (4.2), and

equating the two energies �2
r/R2

bubble
⇠ VCFT one finds,

�r ⇠ NT 2Rbubble . (4.6)

Using Eqs. (4.5) and (4.6) we obtain,

�r ⇠ N
1

2(1+✏2/4) �
�

1
4(1+✏2/4)

2
M

✏2/4
1+✏2/4 T

1
1+✏2/4 . (4.7)

Plugging into the S3(T ) action, Eq. (4.3), we find using S3 ⇠ Rbubble�2
r

S3(T )

T
⇠

"
N2�✏2

�3

2

✓
M

T

◆
3✏2

# 1
4(1+✏2/4)

. (4.8)

We can draw two important conslusions from these estimates. First, in agreement

with the statements above, as the temperature drops, the release point, �r, is driven to the

– 13 –

Since the minimum of the broken phase lies far from the origin, �min � T (see

Eq. (3.3)), while the field space of the unbroken phase spans a distance of order T , one

expects the calculable part of S3(T ) to dominate over the non-calculable part. Below we

show that as the temperature drops, the release point, �r(T ), associated with the bound-

ary condition at center of the bubble, moves towards the origin. Once �r(T )  T , the

calculable part of the action vanishes. As we argue below and in App. C.3, the absence

of a small parameter suggest that the (now dominating) non-calculable part of the action

for such low temperatures is of order one, Snon�calc

3
(T )/T = O(N2) [MG: We really need

to address this, it’s not order 1 exactly]. We will use this fact when estimating the largest

possible CC that can be crunched away using the dynamics discussed here.

4.2 Back-of-the-Envelope Estimate of the Bounce Action

The calculable part of the bounce action S3(T ) can be evaluated by computing Eq. (4.3)

where the upper integration limit is replaced by rmax, where rmax is the point where the

calculation breaks down (due to one of several reasons to be discussed in App. C.3). Before

diving into the full treatment of the bounce action calculation, it is useful to provide a rough

estimate for the parametric dependence of Scalc

3
(T ), which will give us some intuition on

what region of the parameters will be most interesting for obtaining a realistic model.

The typical distance scale associated with the solution of Eq. (4.2) (for � ! � and

V ! Ve↵(�)), gives a good estimate for the size of the bubble and scales as

Rbubble ⇠ [V 00

e↵
(�r)]

�1/2
⇠

✓
M ✏2

�2

◆
1/2

��1�✏2/2
r . (4.5)

In the above we used the last term of Eq. (3.2) which is expected to dominate the action

for �2 < 0 [IBM: ✏2?] and small enough temperatures (corresponding to a su�ciently small

�r). At the same time �r can be estimated using energy considerations: as � rolls down

the inverted Ve↵ potential from �r to the origin, it gains kinetic energy. This kinetic energy

must then be used to climb up to peak of the inverted potential corresponding to the false

vacuum of the hot CFT of order N2T 4. Neglecting the friction term in Eq. (4.2), and

equating the two energies �2
r/R2

bubble
⇠ VCFT one finds,

�r ⇠ NT 2Rbubble . (4.6)

Using Eqs. (4.5) and (4.6) we obtain,

�r ⇠ N
1

2(1+✏2/4) �
�

1
4(1+✏2/4)

2
M

✏2/4
1+✏2/4 T

1
1+✏2/4 . (4.7)

Plugging into the S3(T ) action, Eq. (4.3), we find using S3 ⇠ Rbubble�2
r

S3(T )

T
⇠

"
N2�✏2

�3

2

✓
M

T

◆
3✏2

# 1
4(1+✏2/4)

. (4.8)

We can draw two important conslusions from these estimates. First, in agreement

with the statements above, as the temperature drops, the release point, �r, is driven to the

– 13 –

Since the minimum of the broken phase lies far from the origin, �min � T (see

Eq. (3.3)), while the field space of the unbroken phase spans a distance of order T , one
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show that as the temperature drops, the release point, �r(T ), associated with the bound-
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calculable part of the action vanishes. As we argue below and in App. C.3, the absence

of a small parameter suggest that the (now dominating) non-calculable part of the action
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(T )/T = O(N2) [MG: We really need

to address this, it’s not order 1 exactly]. We will use this fact when estimating the largest
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In the above we used the last term of Eq. (3.2) which is expected to dominate the action
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�r). At the same time �r can be estimated using energy considerations: as � rolls down

the inverted Ve↵ potential from �r to the origin, it gains kinetic energy. This kinetic energy

must then be used to climb up to peak of the inverted potential corresponding to the false
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Estimate for the bounce action
• Expression for bubble action 

• For small 𝝐2 very mild T dependence - will not have 
sudden jump in tunneling probability 

• Need 𝝐2 to be large - can do with the explicit 
breaking from extra bulk confining group (in that 
language n small) 
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Estimate for the bounce action

• From expression of release value 

• We see for low T 𝝌r → 0 so at some point we will 
lose any calculability 
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Numerical evaluation of the bounce action

•                              fixed here 

• Verifies expectation from estimate 
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Figure 5. The dependence of the bounce action on the temperature, for various values of n = ✏2�4
4

and for � = 2.5 ⇥ 10�3. The black dashed line marks the temperature today. All lines meet for
TCFT = T 0

CFT, as we modify �⇤(n) to ensure that S3/T |TCFT=T 0
CFT

= 280.

from which we can find the typical scale of r, and then we can plug this in

S4 ⇠ 2⇡2r4V (�) ⇠ 2⇡2r4�4

⇤ ⇠ (stuff) · N4 (4.13)

5 Cosmological Dynamics and Phenomenology

In the previous section we explained how we calculate the bounce action as a function

of temperature. Here we would like to explain the cosmological history in our model

in detail, and how it solves the CC problem without eternal inflation. We assume that

the CFT sector is reheated at the end of inflation, and its temperature is initially above

the critical temperature Tc. The sector is therefore at the CFT symmetric phase after

reheating and remains there until T ⇠ T⇤ (see Fig. 5). We will require that the CFT sector

is currently above T⇤ in our observable universe, to be compatible with our observation

that our universe still hasn’t crunched. Other patches, specifically those with larger CC

values, re-enter inflation early on and the temperature of the CFT dilutes exponentially

until reaching T ⇠ T⇤. At this point, the CFT goes into the broken phase, contributing a

large negative CC to to the energy density and subsequently the patch crunches.

In the following we derive the constraints on the model to match this behavior and to

be compatible with all observations, and find the phenomenological consequences of this

scenario.

5.1 Constraints

Once we have calculated the bounce action and the nucleation probabilities we can examine

the main constraints that have to be satisfied in order for our model to be realistic. We

find the following three main constraints.
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in detail, and how it solves the CC problem without eternal inflation. We assume that

the CFT sector is reheated at the end of inflation, and its temperature is initially above

the critical temperature Tc. The sector is therefore at the CFT symmetric phase after

reheating and remains there until T ⇠ T⇤ (see Fig. 5). We will require that the CFT sector

is currently above T⇤ in our observable universe, to be compatible with our observation

that our universe still hasn’t crunched. Other patches, specifically those with larger CC

values, re-enter inflation early on and the temperature of the CFT dilutes exponentially

until reaching T ⇠ T⇤. At this point, the CFT goes into the broken phase, contributing a

large negative CC to to the energy density and subsequently the patch crunches.

In the following we derive the constraints on the model to match this behavior and to

be compatible with all observations, and find the phenomenological consequences of this

scenario.

5.1 Constraints

Once we have calculated the bounce action and the nucleation probabilities we can examine

the main constraints that have to be satisfied in order for our model to be realistic. We

find the following three main constraints.
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origin. For su�ciently low temperatures, �r falls below T and our calculation breaks down

leaving only a non-calculable contribution. Second, for small |✏2| ⌧ 1, S3(T )/T depends

only weakly on the temperature. As a consequence, the bubble nucleation rate varies

slowly as the temperature in our universe drops. This implies that the phase transition

would only occur at temperatures well below T 0

CFT
(since the nucleation probability should

still currently be small). However, as we will see below this would also severely limit the

maximal value of the CC that can be crunched away. For this reason, we are interested in

models which predict ✏2 of order unity. As discussed earlier, these can be obtained with the

introduction of an additional (QCD-like) asymptotically free gauge theory which explicitly

breaks the CFT. We describe the details of such a model in App. B.

4.3 Numerical Calculation of the Bounce Action

Now we are ready to present our results from the numerical evaluation of the bounce

action. As explained above the rate of thermal bubble nucleation per unit volume is given

by Eq.(4.1). The expression for the bounce action is in Eq. (4.4), where the calculable

contribution is obtained by plugging � for � in Eq. (4.2), with the potential in Eq. (3.2).

The action itself is evaluated using Eq. (4.3), with the upper integration bound replaced

by rmax, which is the radius for which the dilaton description breaks down, as discussed in

App. C.3 and summarized below here. The typical scale for rmax is 1/T . The incalculable

contribution to the action is expected to be This may need to be changed too O(1)

as there are no small parameters in its region, as discussed in App. C.3.

The results of the calculation of the bounce action for various parameters are displayed

in Fig. 5, with many of the details presented in App. C. Our results are in broad agreement

with the expectations from our simple back-of-the-envelope estimates where we found that

the bounce action scales with temperature as

S3(T ) / T 3/n�2 (4.9)

where n = ✏2�4

4
(see App. B). This formula suggests that as n decreases the drop in the

action will become more sudden. For n ⌧ 1, it should approach a step function of the

temperature, transitioning quickly from a very high action to an O(1) value. This is indeed

what can be seen in Fig. 5, which presents the results of the more accurate calculation

described in App. C.1.

However, there are several subtleties missing from simplified analysis leading to Eq. (4.8),

and require a more careful derivation. Below we present a summary of the additional issues

one encounters in the full calculation (presented fully in App. C).

• The region of validity

The potential can be written as a function of a single degree of freedom, the dilaton � only

when the following three conditions are all satisfied:

1. �
⇠
> T This condition controls when the 5d description breaks down because the

temperature becomes larger than the 4D Planck mass.
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Region of validity of potential 

• Three conditions have to be satisfied for dilaton 
potential to be valid 

•                      5D description breaks down if T larger 
than local Planck mass 

•                    Ensures that the effect of the QCD’ is 
still small 

•                               makes sure that QCD’ is actually 
in a confining phase 

• Each require minimal 𝝌 - turns out                most 
stringent   
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in Fig. 5, with many of the details presented in App. C. Our results are in broad agreement

with the expectations from our simple back-of-the-envelope estimates where we found that

the bounce action scales with temperature as

S3(T ) / T 3/n�2 (4.9)

where n = ✏2�4

4
(see App. B). This formula suggests that as n decreases the drop in the

action will become more sudden. For n ⌧ 1, it should approach a step function of the

temperature, transitioning quickly from a very high action to an O(1) value. This is indeed

what can be seen in Fig. 5, which presents the results of the more accurate calculation

described in App. C.1.

However, there are several subtleties missing from simplified analysis leading to Eq. (4.8),

and require a more careful derivation. Below we present a summary of the additional issues

one encounters in the full calculation (presented fully in App. C).

• The region of validity

The potential can be written as a function of a single degree of freedom, the dilaton � only

when the following three conditions are all satisfied:

1. �
⇠
> T This condition controls when the 5d description breaks down because the

temperature becomes larger than the 4D Planck mass.
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2. � > �⇤ This condition ensures that the back-reaction of the QCD’ sector on the AdS

metric is still small. Here �⇤ is defined by V (�⇤) ⇠ O(1)�4
⇤.

3. T < ⇤QCD0(�) . This final condition ensures that the QCD’ theory is actually in the

confined phase.

All three conditions imply the existence of a minimal � above which the calculation

is valid, hence the most stringent of these constraints will dominate. Carrying out the

complete calculation of the bounce actions shows that at T ⇠ �⇤, the action becomes

O(1), so that all patches crunch for temperatures T
⇠
> �⇤. Thus �

⇠
> T is always more

stringent than � > �⇤. For high enough temperatures, the third condition would seemingly

dominate. However at those temperatures the dominant contribution to the action comes

from the ��4 term, and the �2M�✏2�4+✏2 term is negligible in that regime, and therefore

the condition becomes irrelevant.

Using these considerations we can find the minimal � for which the dilaton description

remains valid, and by numerically solving Eq. (4.2), we can also find the rmax for the radius

of validity. We would often assume this radius to also be rmax ⇠ Rbubble.

• Estimating the Contribution of the Incalculable Region

We have seen that for � < �(rmax), our description of the theory in terms of a dilaton

breaks down, and we cannot truly calculate the bounce action. At high temperatures, while

we cannot estimate the contribution of the uncalculable region to the bounce action, we

do not need to. Since the calculable region gives a large positive contribution, all that is

needed from the uncalculable regime is not to cancel this large positive contribution (which

would likely only happen for some tuned values of the parameters).

At low temperatures T
⇠
< �⇤, we expect that the S4 invariant bubble will dominate.

Since the field range on the AdS-S becomes very small for low temperatures, we expect that

also the contribution to the bounce action from the AdS-S side will be negligible. In this

case, there are no small parameters in the potential and all the scales are �⇤. Therefore,

the action can be estimated (assuming the contribution of the kinetic and potential term

are of the same order) as:

Smin

4 ⇠
9N4

32⇡2
⇠ 7

✓
N

4

◆
4

(4.10)

As we will see in the following, this value will important in setting the maximal possible

CC ⇤max in the landscape, which will depend on ⇤max ⇠ exp(Smin
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/8) We limit ourselves

to N
⇠
< 7 in which case this factor is less than order of magnitude. [MG: Need to explain

about the N2 in the kinetic term] CC This needs to be explained better

• Calculating the release point

An additional impact of the existence of the incalculable region is an uncertainty in cal-

culating �r. The standard way to find �r is via the shooting method: one chooses an
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C The Detailed Bubble Nucleation Rate Calculation

In this appendix, we go over the details in the bubble nucleation rate which were glossed

over in section 3.2. We begin at appendix C.1 with presenting the method to accurately

calculate the O(3) symmetric bubbles’ rate of nucleation, given the parameters of the

model. In appendix C.2 we show how to derive the parameters of the theory using the

constraints of section ??. We finish in Appendix C.3, where we describe in details the

many uncertainties in our calculations, and discuss how we controlled for all of them.

C.1 The Bounce Action

The first step in calculating the rate of bubble creation is to find the bounce action. For

that, we first need to solve the equations of motion. Given �r, M, �, �1, �2, ✏1, ✏2, together

with the initial conditions �0(r = 0) = 0, and �(r = 0) = �r, Eq. (4.2) can be numerically

solved for the dilaton field �(r) with the potential Eq. (3.2).

However, as was mentioned several times, the dilaton description breaks down in several

regimes, and we must account for that in our calculation. For now, let us assume that the

calculation breaks down at some r = rmax. We will later give a method for it’s calculation,

but for now let us assume it is given.

Using Eq. (4.3), we can now calculate the action of the bubble in the region between

r = 0 and r = rmax. However, we have assumed that we know �r, which is in fact an

unknown function of the temperature. To find �r, we use what is called the euclidean

energy,

EE(r) =
1

2
�0(r)2 � V (�(r)). (C.1)

As the name implies, the euclidean energy is the energy of the analogous particle moving

through an inverted potential. We can calculate EE(rmax), which would depend on �r. We

can also calculate EE(r ! 1), as for r ! 1, �0
! 0 and V (r ! 1) = VCFT(T ). We

therefore want to find a relation betweenEE(rmax) and EE(r ! 1), which would allow us

to relate �r to T .

Indeed, by taking the derivative of Eq. (C.1), and using Eq. (4.2), we can find the

energy lost per unit distance
dEE

dr
= �

2�02

r
. (C.2)

so that the total energy lost is

�

Z
1

rmax

dr
2�02

r
⇠ �2rCFT < �0 >2 /rmax, (C.3)

where rCFT is the typical distance in which most of the energy is lost, and < �0 > is the

typical velocity of the field. As the only scale in the CFT region is the temperature, a

reasonable approximation �0
⇠ T 2 and rCFT ⇠ 1/T , so that

EE(rmax) = �VCFT(T ) + ↵(T ) ·
T 3

rmax

, (C.4)
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Cosmological dynamics - constraints

•  Our patch should not have crunched yet 

• Gives lower bound on bounce action 

values, re-enter inflation early on and the temperature of the CFT dilutes exponentially

until reaching T ⇠ T⇤. At this point, the CFT goes into the broken phase, contributing a

large negative CC to to the energy density and subsequently the patch crunches.

In the following we derive the constraints on the model to match this behavior and to

be compatible with all observations, and find the phenomenological consequences of this

scenario.

5.1 Constraints

Once we have calculated the bounce action and the nucleation probabilities we can examine

the main constraints that have to be satisfied in order for our model to be realistic. We

find the following three main constraints.

• Our patch should not have crunched

�/V |
T=T0

< H4

0 , (5.1)

This equation expresses the requirement that our universe has not crunched yet: the bubble

nucleation probability should be less than H4

0
. This will ensure that in our patch the CFT

is still in the hot unbroken phase and hence we have not crunched yet.

Assuming the S3 bubbles dominate, this constraint can be rewritten using (4.1) (see

App. C.2) simply as,

S3/T |
T=T0 ⇠

> 280. (5.2)

• Neff constraint

⇢CFT < ⇢Ne↵ , (5.3)

Eq. (5.3) is the constraint from Neff on the energy density of the CFT energy at the

time of CMB and BBN.

The constraints on the e↵ective number of neutrinos during the time of CMB and BBN

were presented in Refs. [9] and Ref. []. The presence of a dark CFT at finite temperature

will lead to additional relativistic degrees of freedom which these experiments are sensitive
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Cosmological dynamics - constraints

• We have a hot hidden CFT - will give aditional 
DOF’s  

• Will translate into bound  

• Exp’l bound from Planck 

• Lower bound on N from NDA  
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Cosmological dynamics - constraints
•  No eternal inflation 

• Every patch has a temperature where nucleation 
rate overcomes Hubble expansion (will crunch) 

• Additional requirement is that this happens before it 
could eternally inflate preventing hopping to the top 
of the potential  

• Can be translated into bound on  

• No eternal inflation

max
TCFT>H

�

V H4
[TCFT] > 1. (5.5)

This is the constraint that no patch will eternally inflate. It expresses the requirement

that every patch has a temperature for which the nucleation rate will overcome the Hubble

expansion. The additional requirement imposed here is neccessary to make sure that the

crunching happens before a patch could possibly enter eternal inflation. This is achieved

that the temperature has always been bigger than the Hubble scale prior to the crunch

preventing the hopping to the top of the potential. While this last requirement seemingly

demands the examination of all patches in the landscape, because the rate of nucleation is

Hubble-independent, it is enough to examine the patch with the maximal Hubble in the

landscape - Hmax. If for that patch there exists a temperature for which the nucleation

rate �/V is large enough to cause it to crunch, all other patches with smaller Hubble

scales would also crunch at that temperature or earlier. Moreover, if for the patch with

the highest Hubble scale the nucleation temperature is larger than Hubble, then it is also

larger than the Hubble of any other patch.

We can use Eq. (4.1) to gain further quantitative understanding of this constraint.

Since the factor containing the bounce action in (4.1) satisfies (x/(2⇡))3/2 · e�x
⌧ 1 for all

x, and assuming �0 = O(1), the constraint �/V > H4 immediately also implies with T > H

(see App. C.3 for further details). Therefore (5.5) can be translated into an expression for

the maximal value of the CC that can be crunched away in our model:

⇤max =

✓
3

8⇡

◆
1/4

·

✓
M4

Pl
·max
TCFT

�

V
[TCFT]

◆
1/8

. (5.6)

Taking the constraints together we find that the maximal possible CC in the landscape

is:

⇤max ⇠

q
T 0

CFT
· MPl ⇠ O(100 GeV) (5.7)

In appendix C we present a careful calculation of the nucleation rate, including theoretical

uncertainties. Based on this calculation we show the bound on the maximal CC that can be

crunched away in this model in Fig. 6. We can see for reasonable choices of the parameters

CC’s as high as few· 100 GeV can be crunched away, however we cannot quite reach all the

way to 1 TeV. The scale displayed in Fig. 6 is where the appearance of new physics would

be expected.

5.2 Phenomenology and Experimental Predictions

As we have see the essence of our proposal is a mechanism that destroys every patch of the

universe with a ⇤ higher than the measured value within our Universe. The timescale for

this crunch is O
�
⇤2/Mpl

�
, i.e. much shorter than the age of the Universe. Therefore, our

mechanism produces a relation (see Fig. 7) between the maximal CC we might measure

and the time elapsed since the big bang. Hence the fact that our universe is very old implies
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The bound on 𝝠max

• Band of uncertainty due to uncalculable part of 
action 

• Can get up to few 100 GeV, but not to 1 TeV
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Figure 6. The highest possible ⇤max that satisfies the constraints in Eq. ?? as a function of
n = ✏2�4

4 , with an uncertainty band that includes a band of 1.5 � 10 for the incalculable action,
and a factor of 2 change of �⇤, the last point in the calculable regime.

Figure 7. The relation between the maximal age of the patch when it crunches and the CC within
the patch. [IBM: I took n=0.3, in future plots, should choose another one we plot]

that we should find a small value of the CC, since all patches surviving to date will have

a maximal CC of order ⇠ 10�3 eV.

While our idea shares many similarities with anthropics, there are significant concep-

tual di↵erences. First, our mechanism avoids eternal inflation and its measure problems

(assuming that it can be completed into a theory of inflation without eternal inflation,

which seems entirely plausible). Most notably, our mechanism leads to testable experimen-
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Experimental predictions 

•  Measurable Neff 

• The tighter the Neff bound will be the less effective 
our mechanism is (but only 1/8th power…) 

• There should be new physics (around the weak 
scale!) to cancel contributions above 𝝠max 

• Our Universe is about to crunch

tal predictions that can be falsified. Below we list the most important predictions.

1. A measurable Neff

We have a hot hidden CFT which will contribute to �Neff , resulting in the bound in (5.4)

on the temperature of the CFT. On the other hand we also saw that TCFT is related to the

maximal CC that can be canceled, leading to the prediction of the magnitude of �Neff as

a function of the maximal CC of the form

⇤max ⇠ 300 GeV

✓
�Neff

0.6

◆ 1
8

(5.8)

Given the current upper bounds on �Neff the value for ⇤max is in the 100-400 GeV range.

2. New physics at the EW scale

Our mechanism predicts the scale where new physics has to appear to cancel the UV

contributions to ⇤ above ⇤max. Amazingly this scale turns out to be around the EW scale

(since the highest value for ⇤max ⇠ 400 GeV), independently of any considerations related

to electroweak symmetry breaking, the Higgs hierarchy or WIMP miracle. An example of

the new physics that could cancel the UV contributions to ⇤ is SUSY with a low breaking

scale.

These two predictions are related. Assuming that new physics have been excluded up

to ⇠ 2 TeV, we can calculate the amount of tuning necessary:

1

�
⇠

✓
MNP

⇤max

◆
4

⇠ 0.5%

s
0.6

�Neff

(5.9)

We can see that this solution is already tuned at the sub-percent level, and in the

absence of Neff in CMB-S4, the amount of tuning needed will increase by a factor of a

few. CC Itay please check if the definition is correct numerically.

3. Our patch is about to crunch

We hope this prediction will not be verified anytime soon.

6 The Scanning and Inflationary Sectors

A crucial assumption of our model was the presence of a landscape of vacua, i.e. a Universe

with di↵erent values for the CC in di↵erent Hubble patches. An important task that

remains to be shown is that this populating of the landscape can be achieved without

eternal inflation. Various mechanisms for for this scanning of the CC have been identified

and studied extensively in the context of the anthropic approach [? ]. Here we will not be

repeating the details of these mechanisms but rather limit our discussion to showing that,

while eternal inflation is very e↵ective in populating the required number of vacua, it is not

necessary for it: a landscape of vacue with scanned CC can be obtained with a reasonably

short finite period of inflation.

In our discussion we will think of the landscape as a large collection of vacua with

a fixed order of magnitude for the tunneling rate log
�landscape

V
. More precisely we will
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• No eternal inflation
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The scanning and inflationary sectors 
• Still need to show can populate vacua (``scan”) 

without eternal inflation 

• Assume collection of vacua with fixed tunneling rate  

• How many e-folding do we need to populate vacua? 

• Assume                   and start with Hubble patch of 
size 

• Where we used that our patch is stable  

assume that the instanton describing the tunneling has a typical size Slandscape. The actual

tunneling rate therefore may vary by a few orders of magnitude, but we will be sensitive

to only the logarithm of the rate.

To ensure that the vacuum in our observable patch remains stable, we must require

that:
�landscape

V
< H4

0 (6.1)

where H0 is the Hubble constant today.

We will now show that the number of e-folds necessary to populate enough vacua is

not hierarchically large. For this, we will separate inflation into two schematic periods - the

last ⇠ 60 e-folds of inflation which corresponds to the period where a single Hubble patch

gets stretched to becomes the size of our observable universe today, and the first Ne�folds

that precede them. Next we will count the number of vacua populated throughout the first

Ne�folds. We assume we start with a single Hubble patch of size 1/Hinf at the beginning

of inflation with volume 1/H3

inf
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The scanning and inflationary sectors 
• To have a fine enough scanning need number of 

vacua  

• The needed number of e-folds: 

• Assuming GUT scale inflation all these will be 
satisfied for  
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Summary 
• New approach to the CC problem 

• Patches with highest CC will crunch first  

• Regions with small CC will be long lived 

• Dynamics via hidden hot CFT that undergoes PT  

• Nucleation rate can be (partly) calculated  

• Concrete experimental predictions 

• Novel argument for appearance of weak scale 

• Solves the measure problem 


