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INTRODUCTION

Every beginning student in particle physics learns how to evaluate Feynman
diagrams and compute decay rates and cross sections. In processes involving par-
ticles with nonzero spin, one quickly learns the mantra: average over initial spins

and sum over final spins. Usually, one learns a number of tricks to perform the

spin summations so that one never has to worry about the explicit forms for the
spin wave functions. However, in the process of summing over spins, one loses
a great deal of information. Suppose one is experimentally studying some new
physics phenomenon such as a newly discovered particle. In order to maximize the
information obtained in the experiment, it is advantageous not to sum over spins.

For example, one can study the production of the new particle with polarized
beams. One can also study the polarization of the final state by measuring decay
angle correlations in the decay chain of the new particle. Clearly, with additional
information of this type, one can potentially learn much more about the properties
of the new particle and its interactions.

Today, all particle physics phenomena is successfully described by the Standard
Model. Precision electroweak measurements at LEP test the Standard Model to
better than one part in thousand

[1]
. So far, no convincing deviation from the

Standard Model has been found. Two pieces of the Standard Model remain to
be discovered. One is the top quark; evidence for its existence has recently been

announced by the CDF collaboration
[2]

. The other is the Higgs boson. In the
Standard Model, electroweak symmetry breaking is triggered by the dynamics
of an elementary complex doublet of scalar (Higgs) fields. As a result of these
dynamics, the neutral component of the Higgs field acquires a vacuum expectation
value. Three of the four Higgs degrees of freedom are absorbed and give mass to

the W± and Z gauge bosons. A fourth neutral scalar degree of freedom is the
Higgs boson. Present limits from LEP imply that the Higgs boson mass must be
larger than 60 GeV

[3]
.

However, most theorists believe that the mechanism of electroweak symmetry
breaking must be more complex. Theories with elementary scalar fields suffer from
the problem of naturalness

[4]
. Simply put, the Standard Model cannot be a com-

plete theory of particle interactions, since it neglects gravity. However, to a very
good approximation, it is safe to ignore gravitational interactions at all energy
scales below the Planck scale, MPL ≃ 1019 GeV. The problem with elementary
scalar fields is that the natural value for its mass is given by the largest mass scale
at which the scalar field can be viewed as elementary. By natural, I mean that if

one attempts to set the scalar mass to be light, radiative corrections drive the mass
up to the highest energy scale. Thus, to understand why the Higgs scalar mass
(and thus why the scale of electroweak symmetry breaking) is of order 100 GeV
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rather than 1019 GeV, one must postulate a remarkable fine-tuning of parameters
in the fundamental Planck scale theory. Most theorists find this possibility unaes-

thetic and prefer a less “miraculous” explanation of the large hierarchy between

the electroweak scale and the Planck scale. In attempting to devise a theory of
electroweak symmetry breaking that avoids this disease, one is led to either assume

that the Higgs scalar is not elementary much beyond the scale of 100 GeV, or else
a new symmetry exists that can protect scalar fields from acquiring large masses.

In all proposed models of these types, there must be new physics associated with
the dynamics of electroweak symmetry breaking that exists at or near the scale of

electroweak symmetry breaking.

The main goal of the next generation of particle accelerators is to discover the
underlying mechanism of electroweak symmetry breaking

[5]
. That is, one must find

the Higgs boson and/or new particles associated with the dynamics of electroweak
symmetry breaking that lies at an energy scale of about 1 TeV or below. Assuming

that new particles or phenomena are found, it will be crucial to determine the
details of the new particle mass spectrum and the nature of their interactions.

Spin will play a major role in this enterprise. By employing polarized beams and
studying the initial and final state spin correlations, it will be possible to extract

detailed information about the new particles and their interactions.

The object of these lectures is to describe some of the basic techniques for mak-
ing use of spin information to explore new physics beyond the Standard Model.

In Lecture 1, I review spin formalism in particle physics and its practical applica-
tions to systems of spin-1/2 and spin-1 particles. Most everything in Lecture 1 is

well known to practitioners of the field, but is rarely disseminated in elementary
graduate courses. I shall highlight the most important results, focusing on the use

of helicity states. It is interesting to note that although the material of Lecture

1 is well known, techniques involving the computation of helicity amplitudes are
still evolving. New and powerful methods are still being developed today and are

permitting the calculation of some multi-particle processes that could not have
been envisioned even ten years ago. I will only be able to touch on some of these

new methods briefly here. In Lecture 2, I will discuss low-energy supersymmetry
as a canonical candidate for physics beyond the Standard Model. I will then show

how spin and polarization can be exploited in the detection and elucidation of su-
persymmetric particles and their interactions. In Lecture 3, I focus on two other

examples of the use of spin and polarization for the detection of new phenomena:
Higgs bosons at a γγ collider, and the detection of new gauge bosons beyond the

W± and Z at a future hadron collider. I end with a few comments on other areas
where spin techniques can play a critical role in the search for new physics.
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LECTURE 1:
Spin Formalism and Calculational Techniques

1.1 Helicity states in quantum mechanics

Consider a spinning particle in quantum mechanics with spin vector ~S~S~S, orbital

angular momentum vector ~L~L~L and total angular momentum ~J~J~J ≡ ~L~L~L + ~S~S~S. In most

elementary textbooks of quantum mechanics, it is shown how to construct simulta-

neous eigenstates of ~J~J~J 2, Jz, ~L~L~L 2 and ~S~S~S 2. Another useful basis is the product basis

consisting of simultaneous eigenstates of ~L~L~L 2, Lz , ~S~S~S 2 and Sz. Transformations be-
tween these two bases involve the Clebsch-Gordon coefficients. However, there is

a third basis choice which will prove far more convenient in processes involving
relativistic particles. Define the helicity operator Λ as follows

Λ = ~J · p̂~J · p̂~J · p̂ = (~L~L~L+ ~S~S~S) · p̂̂p̂p = (~r × ~p~r × ~p~r × ~p+ ~S~S~S)·p̂·p̂·p̂ = ~S · p̂~S · p̂~S · p̂ , (1.1)

which is a scalar operator that commutes with ~J~J~J and ~S~S~S 2. We can now build angular

momentum states that are simultaneous eigenstates of ~J~J~J 2, Jz, ~S~S~S 2 and Λ. These are

the helicity states of a single particle. The helicity states have certain advantages

over, say, simultaneous eigenstates of ~J~J~J 2, Jz, ~L~L~L 2 and ~S~S~S 2. In particular, helicity
states are (i) invariant under spatial rotations, (ii) invariant under boosts along the
particle’s momentum (as long as the direction of momentum is not reversed), and

(iii) convenient for describing relativistic scattering of both massless and massive

particles. Let us explicitly construct the single particle helicity states
[6,7]

. I
shall employ the standard particle physicist’s convention of h̄ = 1. We shall need to

make use of the D and d rotation matrices introduced in most quantum mechanics
textbooks. These are defined as follows. The unitary rotation operator acting on
the quantum mechanical Hilbert space is

[8]

U [R(φ, θ, γ)] ≡ e−iφJze−iθJye−iγJz , (1.2)

where the rotation R is specified by three Euler angles. The D and d-matrices are

then defined by

D
(j)
mm′(R) δjj′ ≡ 〈jm|U [R(φ, θ, γ)]|j′m′〉

= e−iφme−iγm′

dj
mm′(θ) δjj′ .

(1.3)

Three important properties that we will need are

e−iπJy |jm〉 = (−1)j−m |j,−m〉 , (1.4)
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Yℓm(θ, φ) =

√
2ℓ+ 1

4π
Dℓ

m0(φ, θ, γ)
∗ , (1.5)

and the orthogonality relation

∫
dΩD

(j)
mλ(R)D

(j′)
m′λ(R)∗ =

4π

2j + 1
δjj′δmm′ , (1.6)

where dΩ ≡ d cos θdφ (note that there is no dependence on the angle γ).

Let p̂̂p̂p be a unit vector pointing in a direction specified by a polar angle θ
and azimuthal angle φ with respect to a fixed z-axis. The three-momentum of a
particle will be denoted by ~p~p~p ≡ pp̂̂p̂p. A plane wave state of helicity λ is constructed

by starting with a plane wave eigenstate of Sz (with eigenvalue λ) moving in
the z-direction. Applying the rotation operator U [R(φ, θ,−φ)] results in a plane

wave moving in the direction of ~p~p~p. Note that the third argument of R is purely
conventional, since for a particle moving in the z-direction, a rotation about ẑ̂ẑz has
no physical effect. The reason for choosing such a convention is that the rotation

R(φ, θ,−φ) is equivalent to a single rotation by an angle θ about an axis n̂̂n̂n, where

n̂̂n̂n = (− sinφ, cosφ, 0) . (1.7)

This result can be proven by verifying that

e−iφJze−iθJyeiφJz = e−iθ(Jy cos φ−Jx sin φ) , (1.8)

which follows from the commutation relations of the angular momentum operators.

The helicity plane-wave state is explicitly given by

|~p~p~p, λ〉 = U [R(φ, θ,−φ)] |pẑ̂ẑz, λ〉 , (1.9)

where

Jz |pẑ̂ẑz, λ〉 = λ |pẑ̂ẑz, λ〉 , (1.10)

since for ~p~p~p = pẑ̂ẑz, Jz = ~J · p̂~J · p̂~J · p̂ = ~S · p̂~S · p̂~S · p̂ = Sz. Let us expand in a complete set of

eigenstates of ~J~J~J 2 and Jz,

|pẑ̂ẑz, λ〉 =

∞∑

j=|λ|

|p, jm〉 〈p, jm|pẑ̂ẑz, λ〉 , (1.11)

where the sum is taken over integers (half-integers) for an integer (half-integer)
spin particle. Next, apply U [R] to Eq. (1.11) to obtain |~p~p~p, λ〉. Inserting a second
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complete set of angular momentum states and using Eq. (1.3), one obtains

|~p~p~p, λ〉 =

∞∑

j=|λ|

j∑

m=−j

|p, jm〉D(j)
mλ(R)〈p, jm|pẑ̂ẑz, λ〉 . (1.12)

This result is the generalization for spinning particles of the well known expansion

of plane waves in terms of spherical waves. To see that this is the desired result,

multiply Eq. (1.12) by 〈~r~r~r|. For spinless particles, λ = 0, j = ℓ, and

〈~r~r~r | ~p~p~p〉 ∼ ei~p · ~r~p · ~r~p · ~r

〈~r~r~r | p, ℓm〉 ∼ iℓjℓ(pr)Yℓm(r̂̂r̂r)

〈p, ℓm | pẑ̂ẑz〉 is a constant independent of p̂̂p̂p, r̂̂r̂r.

(1.13)

Eq. (1.12) then reduces to the familiar result

ei~p · ~r~p · ~r~p · ~r = 4π
∑

ℓm

iℓjℓ(pr)Yℓm(r̂̂r̂r)Y ∗
ℓm(p̂̂p̂p) . (1.14)

The overall factor of 4π can be obtained by setting p = 0.

Let us return to Eq. (1.12). We can invert this expansion and evaluate the

matrix element 〈p, jm|pẑ̂ẑz, λ〉 by imposing the orthonormality relation

〈p, jmλ|p′, j′m′λ′〉 =
1

p2
δ(p− p′)δjj′δmm′δλλ′ . (1.15)

Using Eq. (1.6), one ends up with

|p, jmλ〉 =

√
2j + 1

4π

∫
dΩD

(j)
mλ(R)∗ |~p~p~p, λ〉 , (1.16)

where the rotation R is specified by Euler angles (φ, θ,−φ). Note that I have in-

serted a helicity label λ on the left-hand side of Eq. (1.16) since |p, jm〉 is explicitly

an eigenstate of Λ. It follows that |p, jmλ〉 are the simultaneous eigenstates of ~J~J~J 2,

Jz, ~S~S~S 2 and Λ. These are the one-particle helicity states.

In scattering processes, the initial state consists of two particles. It is conve-

nient to work in the center-of-momentum (CM) frame where ~p~p~p ≡ ~p1~p1~p1 = −~p2~p2~p2. The

7



total helicity of the two-particle system is defined as

Λ = Λ1 + Λ2 = ~J1 · p̂1
~J1 · p̂1
~J1 · p̂1 + ~J2 · p̂2

~J2 · p̂2
~J2 · p̂2 = (~J1

~J1
~J1 − ~J2

~J2
~J2)·p̂·p̂·p̂ . (1.17)

It is also useful to define the relative helicity of the two-particle system as

~J · p̂~J · p̂~J · p̂ = (~J1
~J1
~J1 + ~J2

~J2
~J2)·p̂·p̂·p̂ = Λ1 − Λ2 . (1.18)

We can construct two-particle helicity states
[6]

in the same way we obtained the

one-particle helicity states above.
⋆

First we define two-particle plane wave states

in the CM-frame. However, there is a delicate question of phases that must first
be addressed. As in the derivation of the one-particle helicity states, one begins
from the state moving along the z-direction and rotates to the desired orientation.

But, in the two-particle state in the CM-frame, if ~p~p~p1 = pẑ̂ẑz then ~p~p~p2 = −pẑ̂ẑz. Thus,
we must define the state |−pẑ̂ẑz, λ〉. This can be done in two different ways: (i) start
in the rest frame with a state of helicity λ, boost along the positive z-direction

and then rotate to the negative z-axis, or (ii) start in the rest frame with a state
of helicity −λ and boost along the negative z-axis. These two results yield states
that differ by a phase, so a convention is required. I shall choose the Jacob-Wick

second particle convention
[6]

which defines a helicity state of a particle of spin s
moving in the negative z-direction to be

|−pẑ̂ẑz, λ〉 = (−1)s−λe−iπJy |pẑ̂ẑz, λ〉 . (1.19)

This definition implies that

lim
p→0

〈pẑ̂ẑz,−λ| − pẑ̂ẑz, λ〉 = 1 , (1.20)

where Eq. (1.4) has been used [which explains the origin of the extra phase (−1)s−λ

in Eq. (1.19)]. The two-particle plane-wave state is then defined by

|~p~p~p;λ1λ2〉 ≡ U [R(φ, θ,−φ)] |pẑ̂ẑz, λ1〉 ⊗ |−pẑ̂ẑz, λ2〉 . (1.21)

It follows from Eq. (1.18) that

~J · p̂~J · p̂~J · p̂ |~p~p~p;λ1λ2〉 = λ |~p~p~p;λ1λ2〉 , λ ≡ λ1 − λ2 . (1.22)

From this point on, the analysis follows the derivation of the one-particle helicity

state. The final result for the two-particle helicity state [the analogue of Eq. (1.16),

⋆ Good textbook introductions to helicity formalism in particle physics can be found in
Refs. [9] and [10].
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with λ ≡ λ1 − λ2] is

|p, jmλ1λ2〉 =

√
2j + 1

4π

∫
dΩD

(j)
mλ(R)∗ |~p~p~p;λ1, λ2〉 . (1.23)

1.2 Helicity amplitudes in decay and scattering processes

From the expression for the two-particle helicity state given in Eq. (1.23), it is

straightforward to derive formulae for decay widths and scattering amplitudes in

terms of helicity amplitudes
[9,10]

. Two examples are given below.

First, consider the two-body decay of an unstable particle of spin J . Let us
work in the CM-frame. Choose a z-axis and assume that the decaying particle is

polarized with Jz quantum number equal to M . The final state particles have spin

si and helicity λi (where i = 1, 2). The decay angular distribution for (J,M) →
(s1, λ1) + (s2, λ2) is given by

dΓ

dΩ
=

pf

32π2m2

∣∣MJM
λ1λ2

(θ, φ)
∣∣2 , (1.24)

where m is the mass of the decaying particle, pf is the CM-momentum,
⋆

and

MJM
λ1λ2

(θ, φ) =

√
2J + 1

4π
DJ

Mλ(φ, θ,−φ)∗MJ
λ1λ2

. (1.25)

In the above formula, λ ≡ λ1 − λ2, and MJ
λ1λ2

is a reduced decay amplitude
which is a function of J , the outgoing helicities, and the particle masses, but is

independent of the angles θ and φ.

Second, consider the two-body scattering process. Again, it is convenient to

work in the CM-frame. Then, the differential cross section for the scattering of
particles of definite helicities: a(λa) + b(λb) −→ c(λc) + d(λd) is given by

dσ

dΩCM
=

1

64π2s

(
pf

pi

) ∣∣Mλcλd;λaλb
(s, θ, φ)

∣∣2 , (1.26)

where
√
s is the CM-energy of the process, pi (pf ) is the initial (final) CM-

momentum [explicitly: pi = λ1/2(s,m2
a, m

2
b)/2

√
s and for pf , replace initial state

⋆ Explicitly, pf = λ1/2(m2, m2
1, m

2
2)/2m, where mi (i = 1, 2) are the masses of the decay

products and λ(a, b, c) ≡ (a + b − c)2 − 4ab.
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masses with final state masses], and the helicity amplitudes for the scattering pro-
cess are given by

Mλcλd;λaλb
(s, θ, φ) =

∞∑

J=max{λi,λf}

(2J+1) dJ
λiλf

(θ)ei(λi−λf )φMJ
λcλd;λaλb

(s) , (1.27)

summed over integers (half-integers) for integer (half-integer) λi and λf , where

λi ≡ λa − λb , λf ≡ λc − λd . (1.28)

In the above formula, MJ
λcλd;λaλb

(s) is a reduced matrix element which is indepen-

dent of scattering angle. Note that if all particles are spinless (take λi = λf = 0 and
J = ℓ, where ℓ is the orbital angular momentum), then Eq. (1.27) reduces to the
usual partial wave expansion of nonrelativistic quantum mechanics. [In verifying
this result, use the fact that dℓ

00(θ) = Pℓ(cos θ), which follows from Eq. (1.5).]

If the decay and scattering processes are mediated by parity (P) and/or time-
reversal (T) invariant interactions, then there are nontrivial constraints on the
reduced matrix elements. Additional restrictions are obtained if the initial and/or

final state particles are identical. These constraints are summarized below
[6,9]

.

(a) Parity

MJ
λ1λ2

= ηη1η2(−1)s1+s2−JMJ
−λ1,−λ2

,

MJ
λcλd;λaλb

(s) = (ηcηd/ηaηb)(−1)sc+sd−sa−sbMJ
−λc−λd;−λa−λb

(s) ,
(1.29)

where ηi is the intrinsic parity of particle i. Note that in the first formula above,
η is the intrinsic parity of the decaying spin-J particle.

(b) Time-reversal

MJ
λcλd;λaλb

(s) = MJ
λaλb;λcλd

(s) . (1.30)

(c) Identical particles

MJ
λ1λ2

= (−1)JMJ
λ2λ1

,

MJ
λcλd;λaλb

(s) =

{
(−1)JMJ

λcλd;λbλa
(s), a, b identical,

(−1)JMJ
λdλc;λaλb

(s), c, d identical.

(1.31)

Note that in the case of identical particles, J must be an integer.

In actual computations of decay and scattering processes from Feynman dia-
grams, one can compute the helicity amplitudes by employing explicit representa-
tions for the spin wave functions. Then, the reduced amplitudes can be identified
from Eqs. (1.25) or (1.27).
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1.3 Explicit spin-1
2
1
2
1
2 and spin-1 wave functions

In this section we summarize the explicit forms for the spin wave functions for

spin-1/2 and spin-1 particles (see e.g., Ref. [11]). There are some delicate phase

choices to be made in writing down these explicit forms. Sometimes, these choices
actually matter, so I have been careful to be consistent in my presentation of the

formulae below.

(1) Spin-1
2 helicity states

The explicit form of the Dirac spinors depends on the choice of representation

for the γ-matrices. Consider first the standard or “low energy” representation

(using the metric and γ-matrix conventions of Bjorken and Drell
[12]

):

γ0 =

(
1 0

0 −1

)
, γi =

(
0 σi

−σi 0

)
, γ5 = iγ0γ1γ2γ3 =

(
0 1

1 0

)
,

(1.32)
where the σi are the usual Pauli matrices. The charge-conjugation matrix is defined

by
⋆

C = iγ0γ2 =

(
0 iσ2

iσ2 0

)
. (1.33)

The free-particle solutions to the Dirac equation are four-component spinors

u(p) =
√

2m

(
cosh ζ

2 χ

sinh ζ
2 ~σ · p̂~σ · p̂~σ · p̂ χ

)
, (1.34)

where χ is a two-component spinor, p = (E ; ~p~p~p ) and

cosh
ζ

2
=

(
E +m

2m

)1/2

,

sinh
ζ

2
=

(
E −m

2m

)1/2

.

(1.35)

Note that the rapidity ζ is simply related to the energy and three-momentum by

E = m cosh ζ and p = m sinh ζ . The overall normalization factor in Eq. (1.34) has

been chosen so that ūu = 2m. This ensures a smooth m → 0 limit; that is, for

⋆ The reader should be cautioned that this definition of C differs from that of Ref. [12] (and
other standard texts) by a minus sign. The choice of sign is conventional.
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a massless spinor, take
√

2m cosh ζ/2 =
√

2m sinh ζ/2 =
√
E in Eq. (1.34). The

four-component antiparticle spinor is defined as

v(p) = CūT (p) , (1.36)

where C is the charge conjugation matrix [Eq. (1.33)] and ū ≡ u†γ0.

In order to construct the spin-1/2 helicity states, one chooses the two-component

spinors χ in Eq. (1.34) to be eigenstates of 1
2~σ · p̂~σ · p̂~σ · p̂, i.e.,

1
2~σ · p̂~σ · p̂~σ · p̂ χλ = λχλ, λ = ±1

2 . (1.37)

If p̂̂p̂p is a unit vector with polar angle θ and azimuthal angle φ with respect to a

fixed z-axis, then the two-component spinors are

χ1/2(p̂̂p̂p) =

(
cos θ

2

eiφ sin θ
2

)
, χ−1/2(p̂̂p̂p) =

(
−e−iφ sin θ

2

cos θ
2

)
. (1.38)

One can also construct χλ(p̂̂p̂p) from χλ(ẑ̂ẑz) by employing the spin-1/2 rotation oper-

ator

χλ(p̂̂p̂p) = e−iθn̂ · ~σn̂ · ~σn̂ · ~σ/2 χλ(ẑ̂ẑz) , (1.39)

where n̂̂n̂n is defined in Eq. (1.7). Note that the two-component helicity spinors

satisfy

χ−λ(p̂̂p̂p) = −2λiσ2χ∗λ(p̂̂p̂p) . (1.40)

The explicit forms for the four-component helicity spinors are

u(p, λ) =
√

2m

(
cosh ζ

2 χλ(p̂̂p̂p)

2λ sinh ζ
2 χλ(p̂̂p̂p)

)
,

v(p, λ) =
√

2m

(
sinh ζ

2 χ−λ(p̂̂p̂p)

−2λ cosh ζ
2 χ−λ(p̂̂p̂p)

)
.

(1.41)

In the case of a two-particle helicity state, one must choose an appropriate definition

for χλ(−p̂̂p̂p) in the second particle spinor in order to be consistent with the Jacob-

Wick second particle convention. First, note that if p̂̂p̂p is pointing in the direction

specified by polar and azimuthal angles (θ, φ), then −p̂̂p̂p points in the direction
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specified by (π − θ, φ ± π) [the choice of sign is made so that 0 ≤ φ ≤ 2π]. It

follows from Eq. (1.38) that
†

χ−λ(−p̂̂p̂p) = ξλ χλ(p̂̂p̂p) , (1.42)

where the phase ξλ ≡ (−1)s−λ e−2iλφ for a particle of spin s. For s = 1/2, it is

convenient to write ξλ = 2λe−2iλφ. For second particle spinors in the Jacob-Wick
convention, the overall phase of χλ(−p̂̂p̂p) is modified by choosing ξλ ≡ 1.

With the explicit forms for the helicity spinors, one can derive a number of
useful relations. We list three such relations below, which we will make use of later
in this lecture:

v(p, λ) = −2λ γ5u(p,−λ) , (1.43)

and

u(−p,−λ) = ξλ γ
0u(p, λ) ,

v(−p,−λ) = ξ−λ γ
0v(p, λ) ,

(1.44)

where −p ≡ (E ; −~p~p~p ) and ξλ is defined below Eq. (1.42).

In high energy processes, the chiral or “high energy” representation of the Dirac
matrices and spinors is more useful if an explicit representation is needed. For the
record, I note that

γµ
c = Sγµ

s S
† ,

ψc = Sψs ,
(1.45)

where the subscripts s and c refer to the standard and chiral representations re-
spectively, ψ is either a u or v-spinor and

S =
1√
2

(
1 −1

1 1

)
. (1.46)

For example,

u(p) =
1√

2(E +m)

(
(m+ E − ~p · ~σ~p · ~σ~p · ~σ)χ

(m+ E + ~p · ~σ~p · ~σ~p · ~σ)χ

)
=

(√
p · σχ

√
p · σχ

)
, (1.47)

where σµ = (1;~σ~σ~σ) and σµ = (1;−~σ~σ~σ). See e.g., Refs. [10] and [13] for further details

† An equivalent result for χλ(−p̂̂p̂p), which can be obtained from Eq. (1.39), is

χλ(−p̂̂p̂p) = −2λe−2iλφ i n̂ · ~σn̂ · ~σn̂ · ~σ ξ−λχλ(p̂̂p̂p) ,

where the phase ξλ is defined below Eq. (1.42).
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on this representation.

Although the explicit forms for spinors are occasionally useful in practical
computations, it is often more useful to employ the helicity projection operators

which are independent of the specific Dirac matrix representation. For a massive
spin-1/2 particle with four-momentum pµ = (E ; ~p~p~p ), the spin four-vector is defined
as

sµ = (2λ)
1

m
(|~p~p~p| ; Ep̂̂p̂p) , (1.48)

where 2λ = ±1 is twice the spin-1/2 particle helicity. The spin four-vector satisfies

s · p = 0 ,

s · s = −1 .
(1.49)

Note that in the rest frame, s = 2λ (0 ; p̂̂p̂p), while in the high energy limit (where
E ≫ m), s = 2λp/m.

The helicity spinors satisfy the Dirac equation and are eigenstates of γ5s/ with
unit eigenvalue. Explicitly, we have

p/u(p, λ) = mu(p, λ) , γ5s/ u(p, λ) = u(p, λ) ,

p/v(p, λ) = −mv(p, λ) , γ5s/ v(p, λ) = v(p, λ) .
(1.50)

From these results, one can derive the helicity projection operators for a massive
spin-1/2 particle:

u(p, λ)ū(p, λ) = 1
2(1 + γ5s/) (p/+m) ,

v(p, λ)v̄(p, λ) = 1
2(1 + γ5s/) (p/−m) .

(1.51)

To apply the above formulae to the massless case, recall that in the m → 0
limit, s = 2λp/m+O(m/E). Inserting this result in Eq. (1.50), it follows that the
massless helicity spinors are eigenstates of γ5

γ5u(p, λ) = 2λu(p, λ) ,

γ5v(p, λ) = −2λv(p, λ) .
(1.52)

Applying the same limiting procedure to Eq. (1.51) and using the mass-shell con-
dition (p/p/ = p2 = m2), one obtains the helicity projection operators for a massless
spin-1/2 particle

u(p, λ)ū(p, λ) = 1
2(1 + 2λγ5) p/ ,

v(p, λ)v̄(p, λ) = 1
2(1 − 2λγ5) p/ .

(1.53)
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(2) Spin-1 helicity states

Let kµ = (k0 ; ~k~k~k ) be the four-momentum of a spin-1 particle moving in the

direction k̂̂k̂k which points in a direction specified by polar and azimuthal angles

θ and φ. The spin-1 wave function (or polarization four-vector) for the helicity

λ = ±1 states is given by

ǫµ(k,±1) =
√

1
2e

±iφ(0 ; ∓ cos θ cosφ+ i sinφ , −i cosφ∓ cos θ sinφ , ± sin θ) .

(1.54)

Note that the above result holds both for massless and massive spin-1 particles. If

the mass m 6= 0, one must also list the polarization four-vector of the longitudinal

(λ = 0) state

ǫµ(k, 0) =

(
|~k~k~k|
m

;
k0

m
k̂̂k̂k

)
. (1.55)

The spin-1 polarization vectors satisfy

k · ǫ(k, λ) = 0 ,

ǫ(k, λ) · ǫ(k, λ′)∗ = −δλλ′ .
(1.56)

In addition, the overall phase of ǫ has been chosen such that

ǫ(k,−λ) = (−1)λ ǫ(k, λ)∗ . (1.57)

For spin-1 particles moving in the −k̂̂k̂k direction, one can check that

ǫµ(−k,−λ) = −ξλ gµµ ǫ
µ(k, λ) , (1.58)

where −k ≡ (k0; −~k~k~k) and gµν = diag (1,−1,−1,−1) [but there is no implied sum

over µ]. The definition of ξλ is the one appropritate for s = 1 [see below Eq. (1.42)];

i.e., ξλ = (−1)1−λ e−2iλφ. As before, for a second particle in the Jacob-Wick

convention, the overall phase of ǫµ(−k, λ) is modified by choosing ξλ = 1.

1.4 Spin projection operator methods

All particle physics students learn how to use projection operators to compute

spin-summed and averaged cross-sections in quantum field theory. These methods

also apply when the incoming and/or outgoing particles are in definite spin states.
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Many examples of such computations can be found in Ref. [14]. Here, I shall
illustrate the method in the computation of the squared matrix element for

e+(p2, λ2) + e−(p1, λ1) → µ+(p4, λ4) + µ−(p3, λ3) , (1.59)

where each lepton is in a definite helicity state as specified by the corresponding λ

(and the pi are the corresponding four-momenta). There is one tree-level Feynman
diagram shown below.

file=eetouu.ps,height=3.75cm

Applying QED Feynman rules, the helicity amplitudes are

Mλ3λ4;λ1λ2
=
e2

s
ū(p3, λ3)γ

µv(p4, λ4)v̄(p2, λ2)γµu(p1, λ1) , (1.60)

where s = (p1 + p2)
2 is the CM-energy squared. Squaring the amplitude, and

making use of the helicity projection operators [Eq. (1.51)], one obtains

|Mλ3λ4;λ1λ2
|2 =

e4

16s2
Tr γµ(1 + γ5s/4)(p/4 −mµ)γν(1 + γ5s/3)(p/3 +mµ)

× Tr γµ(1 + γ5s/1)(p/1 +me)γν(1 + γ5s/2)(p/2 −me) .
(1.61)

Although this expression is complicated, it can be worked out by hand. However,
it is instructive to simplify the computation by evaluating the squared amplitude

in the high energy limit. In this case, I can neglect all masses and replace s/i with
±2λ [where the plus (minus) sign is chosen for (anti-)particles]. Eq. (1.61) then
reduces to

|Mλ3λ4;λ1λ2
|2 =

e4

16s2
Tr γµ(1 − 2λ4γ5)p/4γ

ν(1 + 2λ3γ5)p/3

× Tr γµ(1 + 2λ1γ5)p/1γν(1 − 2λ2γ5)p/2

= 1
4e

4
[
(1 + cos2 θ)(1 − 4λ1λ2)(1 − 4λ3λ4)

+2 cos θ(2λ1 − 2λ2)(2λ3 − 2λ4)] .

(1.62)

Keep in mind that the λi can take on the values ±1
2 .

Eq. (1.62) is easy to understand. First, note that if λ1 = λ2 and/or if λ3 = λ4,
then Mλ3λ4;λ1λ2

= 0. This is a consequence of angular momentum conservation,
which is illustrated in the diagram below.

file=emep.ps,height=1.1cm
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The long arrows indicate the direction of three-momentum (in the CM-frame),

while the short arrows indicate the direction of helicity (which is either parallel
or antiparallel to the momentum depending on whether λ is positive or negative,

respectively). For example, in the above configuration, if we choose the positive

z-axis to lie along the electron direction, then the total Jz = 0, which is in conflict

with Jz = ±1, which is required since helicity is conserved in QED when fermion

masses can be neglected. By the same reasoning, the allowed configurations would

include the possibilities shown below.

file=emep2.ps,height=2.5cm

For these configurations, the squared amplitude takes the following form

|Mλ3−λ3;λ1,−λ1
|2 = e4 [1 + (2λ1)(2λ3) cos θ]2 . (1.63)

This amplitude vanishes at cos θ = −1 [cos θ = 1] if λ1 = λ3 [λ1 = −λ3]. This

result can also be seen to be a consequence of angular momentum conservation;

that is, the amplitude vanishes when Jz = ±1 in the initial state but Jz = ∓1 in

the final state.

1.5 The spinor helicity method

For scattering processes with more than two particles in the final state, the spin

projection operator methods quickly become unwieldy. In this section, I shall give a

brief introduction to the spinor helicity method
[15−19]

which is a powerful technique

for computing helicity amplitudes for multiparticle processes involving massless

spin-1/2 and spin-1 particles. Although generally applied to tree-level processes,

more general techniques have been developed recently which are applicable to one-

loop (and multiloop) diagrams
[20]

. The spinor helicity techniques are ideal for QCD

where light quark masses can almost always be neglected. Generalizations of these
methods that incorporate massive spin-1/2 and spin-1 particles exist, although the

complications that are introduced are substantial. The reader can study the papers

of Ref. [16] to learn about these techniques for massive particles; in this section, I

shall restrict my discussion to the massless case.

We begin by recalling that massless helicity spinors are eigenstates of γ5 [see

Eq. (1.52)]. Combining this result with Eq. (1.43) yields

v(p, λ) = −2λγ5u(p,−λ) = u(p,−λ) , (1.64)

and we see that particle and antiparticle massless spinors of opposite helicity are
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the same.
⋆

With this observation, it is clear that the algebra of massless spinors

should simplify significantly. Here, I shall describe the spinor-helicity technique of

Xu, Zhang and Chang
[17]

(denoted henceforth by XZC), which is a modification

of techniques developed by the CALKUL collaboration
[18]

. Following XZC, I shall

introduce a very useful notation for massless spinors

|p±〉 ≡ u(p,±1
2) = v(p,∓1

2) ,

〈p±| ≡ ū(p,±1
2) = v̄(p,∓1

2) .
(1.65)

These massless spinors have the following properties

1. Massless Dirac equation

p/ |p±〉 = 〈p±| p/ = 0 . (1.66)

2. Chirality conditions

(1 ± γ5) |p∓〉 = 0 ,

〈p±| (1 ± γ5) = 0 .
(1.67)

3. Other massless spinor properties

〈p±| γµ |p±〉 = 2pµ , (1.68)

|p±〉 〈p±| = 1
2(1 ± γ5)p/ , (1.69)

from which the following “completeness”-type relation follows

|p+〉 〈p+| + |p−〉 〈p−| = p/ . (1.70)

4. Vanishing spinor-products

〈p+ |q+〉 = 〈p− |q−〉 = 0 for any p, q ,

〈p+ |p−〉 = 0 .
(1.71)

Eq. (1.71) shows that only a few of the possible spinor-products are non-zero.

⋆ Eq. (1.64) motivates the choice of overall sign in the definition of the charge conjugation
matrix C [Eq. (1.33)].
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It is therefore convenient to introduce the following notation for spinor-products:

〈pq〉 ≡ 〈p− |q+〉 = −〈qp〉 ,
[ pq ] ≡ 〈p+ |q−〉 = −[ qp ] .

(1.72)

These two quantities are related by

〈pq〉∗ = −[ pq ] , (1.73)

where all spinors are assumed to have positive energy.
†

It follows that

|〈pq〉|2 = |[ pq ]|2 = 2p · q , (1.74)

which indicates that the spinor-products are roughly the square roots of dot prod-
ucts. Other useful relations can be found in Appendix A of Ref. [19].

Next, XZC introduced a convenient expression for the massless spin-1 polar-

ization vector. Let k be the four-momentum of the massless spin-1 particle. Let p
be a “reference” four-vector (usually taken to be another four-momentum vector in
the scattering process of interest). The XZC spin-1 polarization vectors are given

by

ǫµ(k,±1) = ± 1√
2

〈p∓| γµ |k∓〉
〈p∓ |k±〉 . (1.75)

The only restriction on p is that it not be parallel to k. One can immediately check
that ǫµ(k, λ) [where λ = ±1] so defined satisfies Eq. (1.56), which means that it is
a valid polarization four-vector. Note that

ǫ∗(k, λ) = ǫ(k,−λ) , (1.76)

which implies that the choice of phase in the above definition of ǫ(k,±1) differs

from that of Eq. (1.54).

To appreciate the significance of the reference four-vector p, one can check that
if p is changed then ǫµ is shifted by a factor proportional to kµ. This does not affect
Eq. (1.56) since k2 = 0 for massless spin-1 particles. Moreover, this shift does not

affect the final result for any observable (in particular the sum of amplitudes of any
gauge invariant set of Feynman diagrams remains unchanged). Thus, the presence
of the arbitrary four-vector p just reflects the gauge invariance of the theory of

massless spin-1 particles.

† In Ref. [19], calculations are performed assuming that all particle momenta are outgoing.
As a result, energy-momentum conservation implies that some spinors have negative energy,
in which case Eq. (1.73) is replaced by 〈pq〉∗ = −sign(p · q)[ pq ] .
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The following additional properties of ǫµ(k, λ) defined in Eq. (1.75) are note-
worthy:

p · ǫ(k, λ) = 0 , (1.77)

∑

λ

ǫµ(k, λ)ǫ∗ν(k, λ) = −gµν +
pµkν + pνkµ

p · k , (1.78)

ǫ/(k) =
±
√

2

〈p∓ |k±〉 (|k∓〉 〈p∓| + |p±〉 〈k±|) . (1.79)

We are now ready to apply the XZC technology to a real calculation. Consider
the process:

γ(k1, λ1) + γ(k2, λ2) → q(p1, λ3) + q(p2, λ4) , (1.80)

which is relevant as a background to Higgs production in γγ collisions (to be
discussed in Lecture 3). In the following computation, I shall neglect the quark

masses. Two tree-level diagrams contribute to this process

file=ggtoqq.ps,height=2.5cm

where the separated arrows above indicate the flow of four-momenta. The corre-
sponding amplitudes are

Ma = −e2e2q ū(p1)ǫ/1
p/1 − /k1

(p1 − k1)2
ǫ/2v(p2) ,

Mb = −e2e2q ū(p1)ǫ/2
p/1 − /k2

(p1 − k2)2
ǫ/1v(p2) ,

(1.81)

where eq is the quark charge in units of e. It is easy to check that the helicity
amplitudes with λ1 = λ2 and/or with λ3 = λ4 are zero. This leaves four non-zero
helicity amplitudes corresponding to

(λ3, λ4;λ1, λ2) = (±1
2 ,∓1

2 ; +1,−1), (±1
2 ,∓1

2 ;−1,+1) . (1.82)

Consider first M(+1
2 ,−1

2 ;−1,+1). I shall use the following notation for the photon
polarization four-vectors

ǫ/1 ≡ ǫ/(k1,+1) = ǫ/(k1, p2,+1) ,

ǫ/2 ≡ ǫ/(k2,−1) = ǫ/(k2, p1,−1) ,
(1.83)

where the reference momentum chosen in each case is indicated. Note that one

can choose different reference momentum for different photons. The decision on
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which reference momenta to choose is somewhat of an art; experience will teach
you which choices lead to the most simplification in a given computation. Writing
the amplitudes given in Eq. (1.81) using the XZC bracket notation, and using the
fact that all external particles are massless,

Ma(+
1
2 ,−1

2 ;−1,+1) =
e2e2q

2p1 · k1
〈p1 + |ǫ/1(p/1 − /k1))ǫ/2|p2+〉 ,

Mb(+
1
2 ,−1

2 ;−1,+1) =
e2e2q

2p1 · k2
〈p1 + |ǫ/2(p/1 − /k2))ǫ/1|p2+〉 .

(1.84)

Next, we employ Eq. (1.79) to write

ǫ/1 =

√
2

〈p2 − |k1+〉 (|k1−〉 〈p2−| + |p2+〉 〈k1+|) ,

ǫ/2 =
−
√

2

〈p1 + |k2−〉 (|k2+〉 〈p1+| + |p1−〉 〈k2−|) .
(1.85)

Using Eq. (1.71), it follows that Mb = 0 since 〈p1 + |k2+〉 = 〈p1 + |p1−〉 = 0.
Thus,

M(+1
2 ,−1

2 ;−1,+1) =
−e2e2q〈p1 + |k1−〉 〈p2−| p/1 − /k1 |p1−〉 〈k2 − |p2+〉

p1 · k1〈p2 − |k1+〉〈p1 + |k2−〉

=
e2e2q〈p1 + |k1−〉〈p2 − |k1+〉〈k1 + |p1−〉〈k2 − |p2+〉

p1 · k1〈p2 − |k1+〉〈p1 + |k2−〉 ,

(1.86)
where we have used p/1 |p1−〉 = 0 [Eq. (1.66)] and /k = |k1+〉 〈k1+| + |k1−〉 〈k1−|
[Eq. (1.70)]. Finally, we convert to the spinor-product notation [Eq. (1.72)]. Writ-
ing 2p1 · k1 = |[ p1k1 ]|2, it follows that

M
(
+1

2 ,−1
2 ;−1,+1

)
= −2e2e2q

[ k1p1 ]〈k2p2〉
[ k1p1 ]∗[ p1k2 ]

,

= −2e2e2q e
iα 〈k2p2〉

[ p1k2 ]
,

(1.87)

where I have noted that eiα ≡ [ k1p1 ]/[ k1p1 ]∗ is a pure phase. Thus, we arrive at
the final and very simple result

|M
(
+1

2 ,−1
2 ;−1,+1

)
|2 = 4e4e4q

k2 · p2

k2 · p1
. (1.88)

By parity and identical particles [Eqs. (1.29) and (1.31)], the remaining non-zero
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helicity amplitudes immediately follow. We collect the complete set of non-zero
helicity amplitudes below

|M
(
+1

2 ,−1
2 ;−1,+1

)
|2 = |M

(
−1

2 ,+
1
2 ; +1,−1

)
|2 = 4e4e4q

k2 · p2

k2 · p1
,

|M
(
+1

2 ,−1
2 ; +1,−1

)
|2 = |M

(
−1

2 ,+
1
2 ;−1,+1

)
|2 = 4e4e4q

k1 · p2

k1 · p1
.

(1.89)

Finally, it is conventional to introduce the kinematic invariants

t = −2p1 · k1 = −2p2 · k2 ,

u = −2p1 · k2 = −2p2 · k1 .
(1.90)

From Eq. (1.89), we immediately obtain the squared amplitude for γγ → qq aver-
aged over initial spins and summed over final spins and colors (Nc = 3)

|M|2ave = 2Nce
4e4q

(
t

u
+
u

t

)
. (1.91)

1.6 The Bouchiat-Michel formulae

Instead of trying to generalize the methods of the previous section to the case
of massive fermions, I shall introduce yet another method for evaluating helicity
amplitudes. This method is well suited for scattering processes in which the initial
state consists of two equal mass fermions. First, one introduces three four-vectors
saµ, a = 1, 2, 3 such that the sa and p/m form an orthonormal set of four-vectors.
That is,

p · sa = 0 ,

sa · sb = −δab ,

saµ s
a
ν = −gµν +

pµpν

m2
,

(1.92)

where repeated indices (such as the index a above) are implicitly summed over
unless otherwise stated. A convenient choice for the sa is

s1µ = (0 ; cos θ cosφ, cos θ sinφ, − sin θ) ,

s2µ = (0 ; − sinφ, cosφ, 0) ,
(1.93)

and

s3µ =

( |~p~p~p |
m

;
E

m
p̂̂p̂p

)
, (1.94)

in a coordinate system where p̂̂p̂p = (sin θ cosφ, sin θ sin φ, cos θ). Note that s3 is
identical to the positive helicity spin vector; that is, 2λs3 = s [see Eq. (1.48)].
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From these explicit forms, it is easy to derive a number of useful properties
⋆

ǫµνλσpµs
1
νs

2
λs

3
σ = m,

saµs
b
ν − saνs

b
µ =

ǫabcǫµνλσp
λscσ

m
,

s/as/b = −δab +
iǫabcγ5 p/ s/

c

m
,

(1.95)

where ǫ0123 = −ǫ0123 ≡ 1. One can check that the helicity spinors satisfy
[21]

γ5s/
au(p, λ′) = τa

λλ′ u(p, λ) ,

γ5s/
av(p, λ′) = τa

λ′λ v(p, λ) ,
(1.96)

where the τa are the Pauli matrices,
†

and there is an implicit sum over the repeated

label λ = ±1
2 . In Eq. (1.96), the second formula may be obtained from the first

one by using Eq. (1.43) and noting that 4λλ′τa
−λ,−λ′ = −τa

λ′λ. Consequently, the

helicities λ and λ′ that label τa appear in the second formula of Eq. (1.96) in

reversed order. Finally, note that for a = 3, Eq. (1.96) reduces to a result previously

obtained [see Eq. (1.50)].

Using Eq. (1.96), one can derive the following formulae first introduced by

Bouchiat and Michel
[22]

for spin-1/2 particles of mass m

u(p, λ′)ū(p, λ) = 1
2 [δλλ′ + γ5s/

aτa
λλ′ ] (p/+m) ,

v(p, λ′)v̄(p, λ) = 1
2 [δλ′λ + γ5s/

aτa
λ′λ] (p/−m) .

(1.97)

Note that the Bouchiat-Michel formulae are generalizations of the helicity projec-

tion operators. The former [Eq. (1.97)] reduces to the latter [Eq. (1.51)] when

λ = λ′ after using 2λs3 = s. Although the above results apply to the m 6= 0 case,

the m = 0 limit of the Bouchiat-Michel formulae can be easily obtained. Not-

ing that s3 = p/m + O(m/E) in the high energy limit, and using the mass-shell

⋆ I do not distinguish between upper and lower Latin indices. Thus, ǫabc is the usual Levi-
Cevita tensor in three space dimensions with ǫ123 = 1.

† The first (second) row and column of the τ -matrices correspond to λ = 1/2 (−1/2). Thus,
for example, τ3

λλ′ = 2λδλλ′ (no sum over λ).
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condition (p2 = m2), it follows that the m→ 0 limit is smooth. The end result is

u(p, λ′)ū(p, λ) = 1
2(1 + 2λγ5) p/ δλλ′ + 1

2γ5[s/
1τ1

λλ′ + s/2τ2
λλ′] p/ ,

v(p, λ′)v̄(p, λ) = 1
2(1 − 2λγ5) p/ δλ′λ + 1

2γ5[s/
1τ1

λ′λ + s/2τ2
λ′λ] p/ .

(1.98)

As expected, when λ = λ′, we recover the helicity projection operators for massless
spin-1/2 particles [Eq. (1.53)].

I shall now illustrate how one can use the Bouchiat-Michel formulae to eval-
uate helicity amplitudes involving two equal-mass spin-1/2 particles. A typical

amplitude involving a fermion-antifermion pair takes the form

Mλ1λ2
= ū(p1, λ1) Γ v(p2, λ2) , (1.99)

where Γ can contain Dirac matrices, spin-1 polarization vectors, etc. In the CM-

frame, ~p1~p1~p1 = −~p2~p2~p2 = ~p~p~p. Using the notation −p ≡ (E ; −~p~p~p ),

Mλ1λ2
= ū(p, λ1) Γ v(−p, λ2)

= −2λ2ū(p, λ1) Γ γ5u(−p,−λ2)

= −2λ2ū(p, λ1) Γ γ5γ
0u(p, λ2)

= −λ2 Tr
{
Γ γ5γ

0[δλ1λ2
+ γ5τ

a
λ1λ2

s/a](p/+m)
}
,

(1.100)

where Eqs. (1.43) and (1.44) have been used (with the Jacob-Wick second parti-
cle convention, i.e., ξλ = 1) to manipulate the amplitude into a form where the

Bouchiat-Michel formulae [Eq. (1.97)] can be applied. By performing the trace,
one completes the direct evaluation of the helicity amplitude. As a trivial example,

set Γ = 1 in Eq. (1.100). The result is

ū(p, λ1)v(−p, λ2) = λ2mτ
a
λ1λ2

Tr (γ0s/a)

= 4λ2| ~p~p~p |τ3
λ1λ2

= 2|~p~p~p |δλ1λ2
.

(1.101)

Alternative and related methods for directly evaluating expressions such as
Eq. (1.99) can be found in Ref. [23].
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1.7 Density matrix techniques in unstable particle production and decay

A typical process in high energy physics starts with a two-body collision of
particles of definite spin. If the beams are polarized, then the initial particles are
in definite helicity states. If the beams are unpolarized, then one must average
over initial spins. Particles that are produced in the collision are often unstable.
A complete quantum mechanical description of the scattering process including
the decay of all unstable intermediate states must account for possible interference
effects between the production and decay processes. In this section, I shall always
work in the narrow width approximation; i.e., the width of the unstable particle
is small compared to its mass. This approximation is very good in many cases of
interest. In practical terms, it implies that the Breit-Wigner resonance shape can
be approximated by a δ-function in cross-section calculations. Explicitly,

1

(s−m2)2 +m2Γ2
≈ π

mΓ
δ(s−m2) . (1.102)

For the scattering process, A + B → C1 + C2 + . . . , if C1 is spinless and decays
via C1 → D1 +D2 + . . . , then in the narrow width approximation, the total cross
section is

[10]

σT ≈ σ(A+B → C1 + C2 + . . .) BR(C1 → D1 +D2 + . . .) , (1.103)

where the branching ratio is defined by

BR(C1 → D1 +D2 + . . .) =
Γ(C1 → D1 +D2 + . . .)

Γ
, (1.104)

and Γ is the total width of particle C1. Thus, in the narrow width approximation,
there is no correlation between the production and decay of a spinless particle. On
the other hand, if the unstable particle has non-zero spin, a proper computation
should take into account spin correlations between the production and decay. This
is most easily done by introducing the concept of density matrices. Good textbook
introductions to density matrices in particle physics can be found in Refs. [9]
and [10]. In addition, see Ref. [24] for a comprehensive treatment of polarization
phenomena using helicity amplitude techniques. In this section, I shall illustrate
the use of density matrices in two simple examples. Further details on the material
in this section can be found in Refs. [25–29].

As a first example, consider the process

A+B → C1 + C2 + . . .

→D1 +D2 + . . .
(1.105)

where C1 is a spin-1/2 fermion. Let Mλ [Nλ] be the matrix element for production
[decay] of C1 with helicity λ. We then define the production and decay density
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matrix elements, respectively, as follows

ρP
λλ′ =

∑
MλM∗

λ′ ,

ρD
λλ′ =

∑
NλN ∗

λ′ ,

(1.106)

where the summation sign indicates that one should average over initial spins and

sum over the final spins of all particles excluding C1. (More complicated density
matrices can be defined if other initial or final state particles are also prepared or
observed in definite helicity states.) These matrices are sometimes referred to as
helicity density matrices to emphasize the fact that they are defined with respect
to states of definite helicity (other choices are possible). Note that the diagonal
elements ρλλ correspond to the usual squared matrix element for the production

or decay of the particle of helicity λ. The total squared matrix element for the
process A+B → (D1 +D2 + . . .) + C2 + . . . is then given by

∑
|Mtotal|2 = Tr(ρPρD) ≡ ρP

λλ′ρD
λ′λ . (1.107)

The meaning of the summation sign here is similar to its use above. The nontrivial
spin correlations between production and decay are evident in the above formulae,
since the total squared matrix element contains terms involving products of the
off-diagonal density matrix elements.

Since C1 is assumed to be a spin-1/2 particle, the most general forms for ρP and
ρD can be deduced from the Bouchiat-Michel formulae. In particular, Eq. (1.97)

implies that the spin-1/2 density matrices must be linear in δλλ′ and in τa
λλ′saµ.

Thus, we may write
⋆

ρP
λλ′ = Aδλλ′ + τa

λλ′saµB
µ ,

ρD
λλ′ = Cδλλ′ + τ b

λλ′sbνD
ν ,

(1.108)

where A, B, C, and D are functions of the kinematic invariants of the problem.
These results should be compared with the more traditional expression

ρD = C(I + ~P · ~τ~P · ~τ~P · ~τ) , (1.109)

where I is the 2×2 identity matrix and ~P~P~P is the polarization vector of the decaying
spin-1/2 particle. Comparing the two equations above yields P b = sbνD

ν/C, which
can be inverted [using the second equation of Eq. (1.92)] to give: Dν = −CP asaν.

⋆ Note that in the definitions presented above, Tr ρ is equal to the helicity-averaged squared
amplitude. In the literature, one often finds that density matrices are normalized such that
Tr ρ = 1, although I will not follow this convention here.
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In a parity-conserving process, there are restrictions of the form of the density
matrices. These can be derived from the parity constraints on helicity amplitudes
[see Eq. (1.29)]. The end result is that the density matrix elements must satisfy

[10]

ρ−λ,−λ′ = (−1)λ−λ′

ρλλ′ . (1.110)

For the 2 × 2 spin-1/2 density matrix, this constraint implies that the two off-
diagonal elements are opposite in sign. Using Eq. (1.109), it follows that for parity
conserving interactions Px = Pz = 0 while Py may be non-zero (i.e., the polar-
ization vector is normal to the production plane), which is a well known result.

Equivalently, in the notation of Eq. (1.108), Bµ and Dµ must be proportional to
s2µ.

Using the general forms for the density matrix elements shown in Eq. (1.108), it
is easy to compute the total amplitude squared [Eq. (1.107)] for the process shown

in Eq. (1.105). Using Tr τa = 0 and Tr τaτ b = 2δab, we obtain [using Eq. (1.92)]

Tr (ρPρD) = 2
[
AC +Bµ

(
−gµν +

pµpν

m2

)
Dν
]
. (1.111)

The term in Eq. (1.111) involving B and D describes quantum mechanical corre-
lations between the production and decay processes.

As a second example, consider the process

A+B → C1 + C2

→F1 + F2 + . . .

→D1 +D2 + . . .

(1.112)

where C1 and C2 are both spin-1/2 particles. Let Mλµ be the matrix element for

the production of C1 and C2 with helicities λ and µ, respectively. Let N (1)
λ [N (2)

λ ]

be the matrix element for the decay of C1 [C2] with helicity λ [µ]. We then define
the production and decay density matrix elements, respectively, as follows:

ρP
λλ′;µµ′ =

∑
MλµM∗

λ′µ′ ,

ρD1

λλ′ =
∑

N (1)
λ N (1)∗

λ′ ,

ρD2

µµ′ =
∑

N (2)
µ N (2)∗

µ′ ,

(1.113)

where the summation sign indicates that one should average over initial spins and

sum over final spins of all particles excluding C1 and C2. Then, the total squared

27



matrix element for the process A+B → (D1 +D2 + . . .) + (F1 +F2 + . . .) is given

by
∑

|Mtotal|2 = ρP
λλ′;µµ′ρD1

λ′λρ
D2

µ′µ . (1.114)

Following the same steps as above, we use the Bouchiat-Michel formulae to write

down the general forms for the density matrix elements:

ρP
λλ′;µµ′ =Aδλλ′δµµ′ + δµµ′τa

λλ′sa1αB
α + δλλ′τ b

µµ′sb2βC
β + τa

λλ′τ b
µµ′sa1αs

b
2βD

αβ ,

ρD1

λλ′ =Eδλλ′ + τ c
λλ′sc1ρF

ρ ,

ρD2

µµ′ =Gδµµ′ + τd
µµ′sd2σH

σ .

(1.115)

Restrictions in the case of parity conservation can be obtained as before. If parity

is conserved in the production process, then B and C are both proportional to s2

(note that there is no restriction on D). If parity is conserved in the decay process,

then F and H are each proportional to s2.

The total squared amplitude for the process shown in Eq. (1.112) is

ρP
λλ′;µµ′ρD1

λ′λρ
D2

µ′µ = 4

[
AEG +Bα

(
−gαρ +

p1αp1ρ

m2
1

)
F ρG

+ Cβ

(
−gβσ +

p2βp2σ

m2
2

)
HσE + F ρ

(
−gρα +

p1ρp1α

m2
1

)
Dαβ

(
−gβσ +

p2βp2σ

m2
2

)
Hσ

]
.

(1.116)

Note that all terms in Eq. (1.116) apart from the first term proportional to AEG

reflect the non-trivial correlations between the production of C1 and C2 and their

subsequent decays.

To gain a better understanding of these results, I shall give another derivation of

Eq. (1.116) which is more physically motivated, following the analysis of Ref. [27].

For simplicity, I shall consider the case of B = C = 0. Let ~w1~w1~w1 and ~w2~w2~w2 be the

polarizations of C1 and C2 in their rest frames. For example, if we define an

orthonormal set of axes êîeîei in three-space, then the components of ~w1~w1~w1 are given by

w1i =
(number of C1 with spin along + êîeîei) − (number of C1 with spin along − êîeîei)

(number of C1 with spin along + êîeîei) + (number of C1 with spin along − êîeîei)
(1.117)

and so on. Now, compute the production cross-section for A+B → C1(~s1~s1~s1)+C2(~s2~s2~s2),

i.e., the probability distribution for producing C1 with its spin in the direction of
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~s1~s1~s1 in its rest frame, and C2 with its spin in the direction of ~s2~s2~s2 in its rest frame.
We take ~s1~s1~s1 and ~s2~s2~s2 to be unit vectors. Symbolically, we write

dσ(A+B → C1 + C2) = C +Dijs1is2j , (1.118)

where there is an implicit sum over i, j = 1, 2, 3.

Next, consider the problem of computing the decay distribution of C1 (or C2)
of arbitrary polarization ~w~w~w. We allow for the possibility of a mixed state so that
the norm of ~w~w~w need not be unity. (In general, |~w~w~w| ≤ 1.) For example, the decay of
an unpolarized state would correspond to ~w~w~w = 0. Now, the decay distributions for
C1 and C2 (in their respective rest frames) are schematically given by

dΓ(C1 → D1 +D2 + . . .) =A1 +B1 ~q1 · ~w1~q1 · ~w1~q1 · ~w1 ,

dΓ(C2 → F1 + F2 + . . .) =A2 +B2 ~q2 · ~w2~q2 · ~w2~q2 · ~w2 ,
(1.119)

where ~q1~q1~q1 and ~q2~q2~q2 are final state momenta of one of the decay products of C1 and C2

respectively. Using Eq. (1.118), The number of C1 having spin along the direction êîeîei
with the polarization of C2 in a certain direction ~s2~s2~s2 is proportional to C +Dijs2j ;
whereas the corresponding number of C1 having spin along the direction −êîeîei is
C −Dijs2j . Hence, using Eq. (1.117), one finds

w1i =
(C +Dijs2j) − (C −Dijs2j)

(C +Dijs2j) + (C −Dijs2j)
=
Dijs2j

C
. (1.120)

Inserting this result into the formula for dΓ(C1 → D1 +D2 + . . .) [see Eq. (1.119)],
we symbolically have:

dσ ⊗ dΓ(C1 → D1 +D2 + . . .) ∝ CA1 +B1(q1)iDijs2j . (1.121)

Similarly, we may compute w2j (holding fixed the angular distribution of C1). The
result is:

w2j =
CA1 +B1(q1)iDij − [CA1 −B1(q1)iDij ]

CA1 +B1(q1)iDij + [CA1 − B1(q1)iDij ]
=
B1(q1)iDij

CA1
. (1.122)

Substituting this into the formula for dΓ(C2 → F1 + F2 + . . .) [see Eq. (1.119)],
one ends up with the combined angular distribution of the decay products of C1

and C2 at fixed production angle

dσ⊗dΓ(C1 → D1+D2+. . .)⊗dΓ(C2 → F1+F2+. . .) ∝ CA1A2+B1B2(q1)i(q2)jDij .
(1.123)

In Eqs. (1.121) and (1.123), I have omitted the overall normalization. But, this
factor is easily obtained by considering the case of B1 = B2 = 0. Then, the joint
probability distribution is [normalized to our previous calculation; see Eq. (1.116)]
equal to 4A1A2C.
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Finally, we need to convert the results of Eq. (1.123) into a covariant form.
Recall that ~q1~q1~q1 is the momentum in the C1 rest frame and ~q2~q2~q2 is the momentum in

the C2 rest frame. If one defines (~dj
~dj
~dj)i ≡ Dij , then it is easy to check that the

covariant expression which reduces to ~q1 · ~dj~q1 · ~dj~q1 · ~dj in the frame where ~p1~p1~p1 = 0 is

−q1 · dj +
q1 · p1dj · p1

m2
1

= qµ
1 d

ν
j

(
−gµν +

p1µp1ν

m2
1

)
, (1.124)

since if p1 = (m1 ; 0), then −q1·dj+(q1)0(p1)0 ≡ ~q1 · ~dj~q1 · ~dj~q1 · ~dj as desired. Thus, Eq. (1.123)

becomes

dσ⊗ dΓ1 ⊗ dΓ2 ∝ CA1A2 +B1B2q
µ
1

(
−gµν +

p1µp1nu

m2
1

)
Dνρ

(
−gρσ +

p2ρp2σ

m2
2

)
qσ
2 ,

(1.125)
which is precisely the expression obtained in Eq. (1.116) in the case of B = C = 0,

with appropriate identification of the corresponding variables.
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LECTURE 2:
Applications to Low-Energy Supersymmetry

2.1 Raison-d’être for new physics beyond the Standard Model

The search for the origin of electroweak symmetry breaking and new physics

beyond the Standard Model provides the central focus for particle physics experi-

ments envisioned at the next generation of colliders. With the recent demise of the

SSC, the only hadron supercollider now on the drawing boards is the LHC which

will be constructed at CERN. LHC is a proton-proton supercollider operating at a

CM-energy of
√
s ≃ 14 TeV, with an instantaneous luminosity of 1033 cm−2 sec−1,

and an eventual capability to reach luminosities above 1034 cm−2 sec−1 [30]
. Mean-

while, the e+e− physics community is vigorously engaged in the development of an

e+e− linear collider with CM-energy of
√
s = 500 GeV and luminosity in excess of

1033 cm−2 sec−1, with eventual upgrades to CM energies of 1 TeV (and perhaps

beyond) and luminosities above 1034 cm−2 sec−1 [31]
. There is an active interna-

tional collaboration involved in the design of this collider, which has been recently

dubbed the International Linear Collider (ILC). Its proponents envision a formal

proposal for constructing the ILC to be ready later in this decade, with completion

of construction sometime in the following decade.

There are three fundamental goals of the LHC and ILC. The first goal is to

discover the Higgs boson
[32]

(assuming that it has not already been discovered

at LEP-II). If the Standard Model Higgs boson (or the Higgs bosons of an ex-

tended elementary Higgs sector) is not realized in nature, then one expects to

ascertain the dynamics responsible for electroweak symmetry breaking. If elemen-

tary Higgs scalars exist, then they are probably light (less than 200 GeV in mass)

and weakly-coupled. An alternative picture is one in which the dynamics responsi-

ble for electroweak symmetry breaking involves strong forces. In such an approach,

any Higgs-like scalar is almost certainly composite, heavy (with mass on the order

of 1 TeV) and strongly coupled. Technicolor is the standard paradigm for such

approaches
[33]

.

The second goal of the future supercolliders is to elucidate the structure of the

effective low-energy gauge group and associated matter multiplets. If the Standard

Model is the correct description of physics at the electroweak scale, then the correct

low-energy gauge group is SU(3)×SU(2)×U(1), associated with three generations

of quarks, charged leptons and massless neutrinos. However, one cannot be certain

at present that this is the whole story. It is still possible that physics at the 1 TeV

scale contains:
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1. New gauge bosons beyond the W± and Z (which would indicate that the
Standard Model gauge group must be enlarged).

2. Massive neutrinos (very small masses for left-handed neutrinos and large

masses of order 1 TeV for right-handed neutrinos).

3. New quark and lepton generations with the same quantum numbers as the
known generations.

⋆

4. Mirror fermions, whose left and right handed couplings are opposite relative
to those of the Standard Model fermions

[34]
.

5. Fermions with exotic quantum numbers (e.g., new vector-like D-quark and

E-lepton which could arise in an E6 model of grand unification)
[35]

.

The discovery of any one of these particles would dramatically alter theoretical
attempts to extend our understanding of physics beyond the 1 TeV scale.

The third goal of the future supercolliders is to search for new physics beyond

the Standard Model associated with the dynamics of electroweak symmetry break-
ing. Despite the great success of the Standard Model of particle physics, most
theorists strongly believe that the successes of the Standard Model will not persist
to higher energy scales. This belief arises from attempts to embed the Standard

Model in a more fundamental theory. We know that the Standard Model cannot
be the ultimate theory, valid to arbitrarily high energy scales. Even in the absence
of grand unification of strong and electroweak forces at a very high energy scale

[36]
,

it is clear that the Standard Model must be modified to incorporate the effects of

gravity at the Planck scale [MPL = (ch̄/GN )1/2 ≃ 1019 GeV].
†

In this context, it

is a mystery why the ratio mW /MPL ≃ 10−17 is so small. This is called the hierar-

chy problem
[37,38]

. Moreover, in the Standard Model, the scale of the electroweak

⋆ Precision electroweak measurements at LEP do place some constraints. Since the Z width
implies the existence of exactly three light neutrinos, any fourth generation neutrino must
have mass greater than mZ/2. Second, precision measurement of the ρ-parameter (where
ρ = m2

W
/m2

Z
cos2 θW = 1 to better than 1%) places strong constraints on the splittings

between masses of any new fourth generation weak doublet states.
† The Planck scale arises as follows. The gravitational potential energy of a particle of mass

M , GNM2/r (where GN is Newton’s gravitational constant), evaluated at a Compton
wavelength, r = h̄/Mc, is of order the rest mass, Mc2, when

GNM2

(
Mc

h̄

)
∼ Mc2 ,

which implies that M2 ∼ ch̄/GN . When this happens, the gravitational energy is large
enough to induce pair production, which means that quantum gravitational effects can no
longer be neglected. Thus, the Planck scale, MPL = (ch̄/GN)1/2, represents the energy
scale at which gravity and all other forces of elementary particles must be incorporated into
the same theory.
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interactions derives from an elementary scalar field which acquires a vacuum ex-

pectation value of v = 2mW/g = 246 GeV. However, if one couples a theory of

scalar particles to new physics at some arbitrarily high scale Λ, radiative correc-

tions to the scalar squared-mass are of O(Λ2), due to the quadratic divergence in

the scalar self-energy (which indicates quadratic sensitivity to the largest energy

scale in the theory). Thus, the “natural” mass for any scalar particle is Λ (which

is presumably equal to MPL). Of course, in order to have a successful electroweak

theory, the Higgs mass must be of order the electroweak scale. The fact that the

Higgs mass cannot be equal to its natural value of MPL is called the “naturalness”

problem
[4]

.

Theorists have been hard at work for more than a decade in an attempt to

circumvent the problems raised above. The proposed solutions involve removing

the quadratic divergences from the theory that are the root cause of the naturalness

problem. Two classes of solutions have been proposed. In one class, the elementary

scalars are removed altogether. One then must add new fundamental fermions and

new fundamental forces. For example, in technicolor models, new fermions F

are introduced such that 〈FF 〉 6= 0 due to technicolor forces, which results in

the breaking of the electroweak interactions
[33]

. Other models of this class are

composite models, where some (or all) of the particles that we presently regard

as fundamental are bound states of more fundamental fermions
[39]

. In this class

of models, the physics that is responsible for electroweak symmetry breaking is

strong and its implementation requires non-perturbative techniques. I believe that

it is fair to say that no compelling realistic model of this type exists at present.

I will say no more about this approach. The second class of models are those

in which new particles are introduced to the Standard Model in such a way that

all quadratic divergences exactly cancel. Since one retains the Higgs scalars as

elementary, the cancellation of quadratic divergences can only be the result of a new

symmetry
[40]

. This symmetry is called supersymmetry which relates fermions to

bosons. Because fermion self-energies have no quadratic divergences, it is possible

in a theory with a symmetry that relates fermions to bosons to guarantee that no

quadratic divergences arise in scalar self-energies.

In this lecture I will focus on low-energy supersymmetry as a compelling model

for physics beyond the Standard Model
[41]

. Low-energy supersymmetric models

contain a rich phenomenology of new particles and interactions. Moreover, polar-

ization and spin correlations provide essential tools for disentangling the super-

symmetric spectrum and checking that the underlying interactions have a super-

symmetric origin. I will first review the ingredients of low-energy supersymmetry

and define the minimal supersymmetric extension of the Standard Model. Then,

I will discuss some theoretical biases on the parameters of this model, which are
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based on additional assumptions about physics at a very high energy scale (near
the Planck scale). Finally, I will survey how to exploit polarization and utilize spin

information to study supersymmetric phenomenology at future supercolliders.

2.2 Introduction to low-energy supersymmetry

Supersymmetry is an attractive theoretical framework that may permit the

consistent unification of particle physics and gravity, which takes place at an en-
ergy of order the Planck scale

[42−44]
. However, supersymmetry is clearly not an

exact symmetry of nature, and therefore must be broken. In theories of “low-

energy” supersymmetry, the effective scale of supersymmetry breaking is tied to

the electroweak scale
[45,38]

. In this way, it is hoped that supersymmetry will ulti-
mately explain the origin of the large hierarchy between the W and Z masses and

the Planck scale.

The minimal supersymmetric extension of the Standard Model (MSSM) con-

sists of taking the Standard Model and adding the corresponding supersymmetric
partners

[46]
. In addition, the MSSM contains two Y = ±1 Higgs doublets, which is

the minimal structure for the Higgs sector of an anomaly-free supersymmetric ex-

tension of the Standard Model that generates mass for both “up”-type and “down”-

type quarks (and charged leptons)
[47,48]

. Supersymmetric interactions consistent
with (global) B–L conservation (where B is baryon number and L is lepton num-

ber) are included. Finally, the most general soft-supersymmetry-breaking terms are

added
[49]

. If supersymmetry is relevant for explaining the scale of electroweak inter-

actions, then the mass parameters that occur in the soft-supersymmetry-breaking

terms must be of order 1 TeV or below
[50]

. Some bounds on these parameters exist
due to the absence of supersymmetry particle production at current accelerators,

as well as the absence of any evidence for virtual supersymmetric particle exchange

in a variety of Standard Model processes
[51]

.

As a consequence of B–L invariance, the MSSM possesses a discrete R-parity
invariance, where R = (−1)3 (B–L)+2S for a particle of spin S

[52]
. Note that this

formula implies that all the ordinary Standard Model particles have even R-parity,

whereas the corresponding supersymmetric partners have odd R-parity. The con-

servation of R-parity in scattering and decay processes has a crucial impact on
supersymmetric phenomenology. For example, starting from an initial state involv-

ing ordinary (R-even) particles, it follows that supersymmetric particles must be

produced in pairs. In general, these particles are highly unstable and decay quickly
into lighter states. However, R-parity invariance also implies that the lightest su-

persymmetric particle (LSP) is absolutely stable, and must eventually be produced

at the end of a decay chain of a heavy unstable supersymmetric particle. In order to

be consistent with cosmological constraints, the LSP is almost certainly electrically
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and color neutral
[53]

. Consequently, the LSP is weakly-interacting in ordinary mat-

ter, i.e., it behaves like a neutrino and will escape detectors without being directly

observed. Thus, the canonical signature for (R-parity conserving) supersymmetric

theories is missing (transverse) energy, due to the escape of the LSP. Some model

builders attempt to relax the assumption of R-parity conservation
[54]

. Models of

this type must break B–L and are therefore strongly constrained, although such

models cannot be completely ruled out at present. In R-parity violating models,

the LSP would be unstable, and this fact (among others) leads to a phenomenology

of broken-R-parity models that is very different from that of the MSSM.

In the MSSM, supersymmetry breaking is induced by the soft-supersymmetry

breaking terms mentioned above. These terms parametrize our ignorance of the

fundamental mechanism of supersymmetry breaking. The parameters of the MSSM

are conveniently described by considering separately the supersymmetry-conserving

sector and the supersymmetry-breaking sector. A careful discussion of the conven-
tions used in defining the MSSM parameters can be found in Ref. [55]. Among the

parameters of the supersymmetry conserving sector are: (i) gauge couplings: gs, g,

and g′, corresponding to the Standard Model gauge group SU(3)×SU(2)×U(1), re-

spectively; (ii) Higgs Yukawa couplings: λe, λu, and λd (which are 3×3 matrices in

flavor space); and (iii) a supersymmetry-conserving Higgs mass parameter µ. The

supersymmetry-breaking sector contains the following set of parameters: (i) gaug-

ino Majorana masses M3, M2 and M1 associated with the SU(3), SU(2), and U(1)

subgroups of the Standard Model; (ii) scalar mass matrices for the squarks and
sleptons; (iii) Higgs-squark-squark trilinear interaction terms (the so-called “A-

parameters”) and corresponding terms involving the sleptons; and (iv) three scalar

Higgs mass parameters—two diagonal and one off-diagonal mass terms for the two

Higgs doublets. Explicitly, the tree-level Higgs potential in the MSSM reads

VHiggs = m2
1H |H1|2 +m2

2H |H2|2 −m2
12(H

0
1H

0
2 −H−

1 H
+
2 + h.c.)

+ 1
8(g2 + g′2)

(
|H1|2 − |H2|2

)2
+ 1

2g
2|H∗

1H2|2 ,
(2.1)

where H1 and H2 are weak SU(2) scalar doublets with hypercharges Y = −1

and +1, respectively.
⋆

These mass parameters m2
iH (i = 1, 2) and m2

12 can be

re-expressed in terms of the two Higgs vacuum expectation values, vi ≡ 〈H0
i 〉,

(i = 1, 2), and one physical Higgs mass. Here, v1 (v2) is the vacuum expectation

⋆ The diagonal Higgs squared mass parameters actually receive a contribution from the super-
symmetry conserving parameter µ as well. That is, m2

iH ≡ |µ|2 + m2
i (i = 1, 2), where m2

i

(i = 1, 2) and m2
12 are parameters of the supersymmetry breaking sector. Conventionally,

one writes m2
12 ≡ Bµ, which defines the parameter B.
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value of the Higgs field that couples exclusively to down-type (up-type) quarks and

leptons. Note that v2
1 + v2

2 = (246 GeV)2 is fixed by the W mass, while the ratio

tan β =
v2
v1

(2.2)

is a free parameter of the model.
†

The MSSM contains a number of possible new sources of CP violation. For ex-

ample, gaugino mass parameters, the A-parameters, and µ may be complex. Some

combination of these complex phases must be less than of order 10−2–10−3 (for

a supersymmetry-breaking scale of 100 GeV) to avoid generating electric dipole

moments for the neutron, electron, and atoms in conflict with observed data
[56]

.

However, these complex phases have little impact on the direct searches for su-

persymmetric particles. Nevertheless, if supersymmetric particles are discovered,

it will be challenging to attempt to measure the CP-violating phases by precision

measurements of supersymmetric couplings.

Before describing the supersymmetric particle sector, let us consider the Higgs

sector of the MSSM
[32]

. There are five physical Higgs particles in this model: a

charged Higgs pair (H±), two CP-even neutral Higgs bosons (denoted by h0 andH0

where mh0 ≤ mH0) and one CP-odd neutral Higgs boson (A0). The properties of

the Higgs sector are determined by the Higgs potential. The strengths of the Higgs

self-interaction terms are directly related to the gauge couplings by supersymmetry

(and are not affected at tree-level by supersymmetry-breaking). As a result, tan β

[defined in Eq. (2.2)] and one Higgs mass determine: the Higgs spectrum, an

angle α [which indicates the amount of mixing of the original Y = ±1 Higgs

doublet states in the physical CP-even scalars], and the Higgs boson couplings.

When one-loop radiative corrections are incorporated, additional parameters of the

supersymmetric model enter via virtual loops. The impact of these corrections can

be significant
[57,58]

. For example, at tree-level, the MSSM predicts mh0 ≤ mZ
[47,48]

.

If true, this would imply that experiments to be performed at LEP-II operating

at its maximum energy and luminosity would rule out the MSSM if h0 were not

found. However, this Higgs mass bound need not be respected when radiative

corrections are incorporated. For example, in Ref. [57], the following upper bound

† In the MSSM, it is conventional to choose the phases of the Higgs fields such that v1 and
v2 are real and positive. Moreover, one can check that the Higgs sector is automatically
CP-conserving (at tree-level). Thus, the physical neutral Higgs states are CP-eigenstates.
The parameter m2

12 in Eq. (2.1) is directly related to the mass of the CP-odd neutral state,
A0, via m2

A0 = m2
12/ sin β cosβ. Thus, m2

12 is real and positive in the standard convention

where tanβ is positive.
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was obtained for mh0 (assuming mA0 > mZ) in the limit of mZ ≪ mt ≪Mt̃ [where

top-squark (t̃L–t̃R) mixing is neglected]

m2
h0
<∼ m2

Z +
3g2m4

Z

16π2m2
W

{
ln

(
M2

t̃

m2
t

)[
2m4

t −m2
tm

2
Z

m4
Z

]
+

m2
t

3m2
Z

}
. (2.3)

For a top-squark mass of Mt̃ = 1 TeV, Eq. (2.3) yields a positive mass shift for

mh0 of about 20 GeV for mt = 150 GeV, and 40 GeV for mt = 180 GeV. Even if
tan β = 1 (so that mh0 = 0 at tree-level), there is a large positive shift in m2

h0 due
to radiative corrections of similar size.

Consider next the supersymmetric particle sector of the MSSM. The super-
symmetric partners of the gauge and Higgs bosons are fermions, whose names are
obtained by appending “ino” at the end of the corresponding Standard Model par-
ticle name. The gluino is the color octet Majorana fermion partner of the gluon
with mass Mg̃ = |M3|. The supersymmetric partners of the electroweak gauge

and Higgs bosons (the gauginos and Higgsinos) can mix. As a result, the physical
mass eigenstates are model-dependent linear combinations of these states, called
charginos and neutralinos, which are obtained by diagonalizing the corresponding
mass matrices.

The chargino mass matrix depends on M2, µ, tan β and mW . In the W̃+–H̃+

basis, the chargino mass matrix is
[59]

X =

(
M2

√
2mW sin β

√
2mW cos β µ

)
. (2.4)

In general, two unitary 2 × 2 matrices U and V are required to diagonalize the
chargino mass-squared matrix

M2
χ̃+ = V X†XV −1 = U∗XX†(U∗)−1 . (2.5)

The two mass eigenstates are denoted by χ̃+
1 and χ̃+

2 with corresponding squared
masses

M2
χ̃+

1 ,χ̃+
2

=1
2

[
|µ|2 + |M2|2 + 2m2

W

]
∓
{
(
|µ|2 + |M2|2 + 2m2

W

)2

− 4|µ|2|M2|2 − 4m4
W sin2 2β + 8m2

W sin 2β Re(µM2)

}1/2

,

(2.6)

where the states are ordered such that Mχ̃+
1
≤ Mχ̃+

2
. If CP-violating effects are

ignored (in which case, M2 and µ are real parameters), then one can choose a

37



convention where tanβ and M2 are positive. (Note that the relative sign of M2

and µ is meaningful. The sign of µ is convention-dependent; the reader is warned
that both sign conventions appear in the literature.) The sign convention for µ

fixed by Eq. (2.4) is used by the LEP collaborations
[60]

in their plots of exclusion

contours in the M2 vs. µ plane derived from the non-observation of Z → χ̃+
1 χ̃

−
1 .

The mixing matrix elements Uij and Vij [see Eq. (2.5)] will appear in the chargino

Feynman rules. If CP is conserved, the U and V can be chosen to be orthogonal
matrices.

The neutralino mass matrix depends on M1, M2, µ, tan β, mZ , and the weak

mixing angle θW . In the B̃–W̃–H̃0
1–H̃0

2 basis,
⋆

the neutralino Majorana mass matrix

is
[59]

Y =




M1 0 −mZcβsW mZsβsW

0 M2 mZcβcW −mZsβcW

−mZcβsW mZcβcW 0 −µ
mZsβsW −mZsβcW −µ 0



, (2.7)

where sβ = sin β, cβ = cos β, etc. The 4 × 4 unitary matrix Z diagonalizes the

neutralino mass matrix

Mχ̃0 = Z∗Y Z−1 , (2.8)

where the diagonal elements of Mχ̃0 can be either positive or negative. The four

mass eigenstates are denoted by χ̃0
i (i = 1, 2, 3, 4), with corresponding mass eigen-

values ηiMχ̃0
i
. The physical neutralino masses are defined to be positive, with

Mχ̃0
1
≤Mχ̃0

2
≤Mχ̃0

3
≤Mχ̃0

4
. The sign of the mass eigenvalue (ηi = ±1) is physically

relevant and corresponds to the CP quantum number of the Majorana neutralino
state. The mixing matrix elements Zij will appear in the neutralino Feynman
rules. If CP is conserved, then Z can be chosen to be an orthogonal matrix.

It is common practice in the literature to reduce the supersymmetric parame-
ter freedom by requiring that all three gaugino mass parameters are equal at some

grand unification scale. Then, at the electroweak scale, the gaugino mass param-
eters can be expressed in terms of one of them (say, M2). The other two gaugino
mass parameters are given by

M3 = (g2
s/g

2)M2 M1 = (5g′ 2/3g2)M2 . (2.9)

Having made this assumption, the chargino and neutralino masses and mixing
angles depend only on three unknown parameters: the gluino mass, µ, and tan β.

⋆ B̃ and W̃ 3 are superpartners of the U(1)-hypercharge and SU(2)-weak neutral gauge bosons.

38



The supersymmetric partners of the quarks and leptons are spin-zero bosons:
the squarks, charged sleptons, and sneutrinos. For a given fermion f , there are two

supersymmetric partners f̃L and f̃R which are scalar partners of the corresponding

left and right-handed fermion. (There is no ν̃R.) However, in general, f̃L and

f̃R are not mass-eigenstates since there is f̃L-f̃R mixing which is proportional in
strength to the corresponding element of the scalar mass-squared-matrix

[61]

M2
LR =

{
md(Ad − µ tanβ), for “down”-type f ,

mu(Au − µ cotβ), for “up”-type f ,
(2.10)

where md (mu) is the mass of the appropriate “down” (“up”) type quark or lepton.
Here, Ad and Au are (unknown) soft-supersymmetry-breaking A–parameters and

µ and tanβ have been defined earlier. The signs of the A parameters are also
convention dependent; see Ref. [55]. Due to the appearance of the fermion mass

in Eq. (2.10), one expects MLR to be small compared to the diagonal squark and
slepton masses, with the possible exception of the top-squark, since mt is large,
and the bottom squark if tanβ ≫ 1. The (diagonal) L and R-type squark and

slepton masses are given by
[43]

.

M2
ũL

= M2
Q̃

+m2
u +m2

Z cos 2β(1
2 − 2

3 sin2 θW ) ,

M2
ũR

= M2
Ũ

+m2
u + 2

3m
2
Z cos 2β sin2 θW ,

M2
d̃L

= M2
Q̃

+m2
d −m2

Z cos 2β(1
2 − 1

3 sin2 θW ) ,

M2
d̃R

= M2
D̃

+m2
d − 1

3m
2
Z cos 2β sin2 θW ,

M2
ν̃ = M2

L̃
+ 1

2m
2
Z cos 2β ,

M2
ẽL

= M2
L̃

+m2
e −m2

Z cos 2β(1
2 − sin2 θW ) ,

M2
ẽR

= M2
Ẽ

+m2
e −m2

Z cos 2β sin2 θW .

(2.11)

The soft-supersymmetry-breaking parameters: M
Q̃

, M
Ũ

, M
D̃

, M
L̃
, andM

Ẽ
are un-

known parameters. In the equations above, the notation of first generation fermions
has been used and generational indices have been suppressed. Further complica-
tions such as intergenerational mixing are possible, although there are some con-

straints from the nonobservation of flavor-changing neutral currents (FCNC)
[62]

.

One way to guarantee the absence of significant FCNC’s mediated by virtual
supersymmetric particle exchange is to posit that the diagonal soft-supersymmetry-
breaking scalar mass matrices are proportional to the unit matrix (in flavor space)

at some energy scale (normally taken to be the Planck scale)
[63]

. Renormaliza-

tion group evolution is used to determine the low-energy values for the scalar mass
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parameters listed above. This assumption substantially reduces the MSSM param-

eter freedom. For example, supersymmetric grand unified models with universal

scalar masses at the Planck scale typically give
[64]

M
L̃
≈M

Ẽ
< M

Q̃
≈ M

Ũ
≈M

D̃

with the squark masses somewhere between a factor of 1–3 larger than the slep-

ton masses (neglecting generational distinctions). More specifically, the first two

generations are thought to be nearly degenerate in mass, while M
Q̃3

and M
Ũ3

are

typically reduced by a factor of 1–3 from the other soft-supersymmetry-breaking

scalar masses because of renormalization effects due to the heavy top quark mass.

As a result, four flavors of squarks (with two squark eigenstates per flavor) and b̃R
will be nearly mass-degenerate and somewhat heavier than six flavors of approxi-

mately mass-degenerate sleptons (with two per flavor for the charged sleptons and

one per flavor for the sneutrinos). On the other hand, the b̃L mass and the diagonal

t̃L and t̃R masses are reduced compared to the common squark mass of the first

two generations. In addition, third generation squark masses are sensitive to the

strength of the respective q̃L–q̃R mixing as discussed below Eq. (2.10).

Two additional theoretical frameworks are often introduced to further reduce

the MSSM parameter freedom
[42,43,65]

. The first is that of grand unified theories

(GUTs) and the desert hypothesis (i.e., no new physics between the TeV-scale

and the GUT-scale). In the absence of low-energy supersymmetry, the simplest

models of this type fail because the three SU(3)×SU(2)×U(1) gauge couplings fail

to unify at a common scale
[66,67]

. Remarkably, in the case of the MSSM (with

a supersymmetry-breaking scale of order 1 TeV or below), the three gauge cou-

plings do unify at a common energy scale of order 1016 GeV (with only very mild

assumptions about the GUT-scale theory)
[66,68]

. Unification constraints on the

Higgs-fermion Yukawa couplings may also exist but are more GUT-model depen-

dent
[69]

. The second theoretical framework is that of minimal supergravity theory,

which can impose nontrivial constraints on the soft-supersymmetry breaking pa-

rameters. Referring to the parameter list given above Eq. (2.1), the Planck-scale

values of the soft-supersymmetry-breaking parameters in the simplest supergravity

models take the following form: (i) a universal gaugino mass m1/2 [assuming grand

unification; Eq. (2.9) is a consequence of this assumption]; (ii) a universal diagonal

scalar mass parameter m0 [whose consequences were described in the preceding

paragraph]; (iii) a universal A-parameter, A0; and (iv) three scalar Higgs mass pa-

rameters [cf. Eq. (2.1)]—two common diagonal squared-masses given by |µ0|2+m2
0

and an off-diagonal squared-mass given by B0µ0 (which defines the Planck-scale

supersymmetry-breaking parameter B0), where µ0 is the Planck-scale value of the

µ-parameter. As before, renormalization group evolution is used to compute the

low-energy values of the supersymmetry-breaking parameters, and determines the

supersymmetric particle spectrum. Moreover, in this approach, electroweak sym-
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metry breaking is induced radiatively if one of the Higgs diagonal squared-masses

is forced negative by the evolution. This occurs in models with a large Higgs-top

quark Yukawa coupling (i.e., large mt). As a result, the two Higgs vacuum expec-

tation values (or equivalently, mZ and tan β) can be expressed as a function of the

Planck-scale supergravity parameters. The simplest procedure
[64]

is to remove µ0

and B0 in favor of mZ and tan β (the sign of µ0 is not fixed in this process). In this

case, the MSSM spectrum and its interactions are determined by m0, A0, m1/2,

tan β, and the sign of µ0 (in addition to the parameters of the Standard Model).

Combining both grand unification and the minimal supergravity approach yield

the most constrained version of the MSSM.

2.3 Polarization and spin analysis as tools for supersymmetry searches

First, let us briefly consider supersymmetry searches at hadron colliders. The

supersymmetric particles with the largest production cross sections are the squarks

and gluinos
[70]

. These particles have non-trivial color quantum numbers and are

produced in gluon-gluon and quark-antiquark collisions. (Gluinos and squarks can

also be produced in association via gluon-quark and gluon-antiquark collisions.)

Since gluinos are color octets, their production cross-section is larger than that

of the color-triplet squarks. However, because there are twelve squark types (six

flavors, with two mass eigenstates per flavor), with at least eight types rather

close in mass (as discussed in the previous section), the total cross section for the

production of squarks of all types is competitive with the gluino cross sections.

One can also directly produce sleptons, neutralinos and charginos at hadron

colliders via the Drell-Yan mechanism (virtual s-channel gauge boson exchange

in qq̄ annihilation). However, these processes are mediated by the electroweak

interactions, so their cross sections are substantially smaller than those of squarks

and gluinos. On the plus side, the sleptons, neutralinos and charginos states are

expected to be lighter than the squarks and gluinos. Nevertheless, gluinos and

squarks remain the most likely supersymmetric candidates for discovery at the

LHC.

The phenomenology of squarks and gluinos at hadron colliders is well known
[71]

.

Can one exploit polarization and spin analysis to untangle such signals if they are

discovered? For a review of spin effects at supercollider energies, see Refs. [72]

and [73]. Here I will quote one attempt to answer this question if polarized beams

were available at a future hadron collider. Suppose the initial proton beams have

helicity λ and λ′, respectively. Consider the process p(λ) + p(λ′) → jet +X, and

denote some differential cross section for this process by dσλλ′. Then, one can
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define the double helicity asymmetry

ALL =
dσ++ − dσ+−

dσ++ + dσ+−
. (2.12)

In the parton model, this asymmetry is obtained from

ALLdσ =
∑

ij

1

1 + δij

∫
dxadxb [∆fi(xa)∆fj(xb) + (i↔ j)] âij

LLdσ̂ij , (2.13)

where ∆f ≡ f+ − f−, and f2λ is the parton distribution in a polarized proton of

helicity λ. The sum over i and j in Eq. (2.13) is taken over all possible elementary

scattering processes i + j → k + ℓ, in which the observed jet originates from one
of the final state partons.

Note that ALL is generally nonzero, even in parity conserving interactions. (In

contrast, single helicity asymmetries are nonzero only in parity non-conserving pro-

cesses.) One can work out expressions for the elementary partonic cross sections

(dσ̂ij) and the partonic double helicity asymmetries (âij
LL), and derive predictions

for ALL based on the partonic subprocesses of QCD in the Standard Model. Pre-

dictions for ALL (at zero rapidity) as a function of transverse momentum tend to

be small and positive, of order a few percent
[74]

. Consider now the contributions

to ALL from supersymmetric particle production. Due to helicity conservation,

in the limit of zero mass squarks and gluinos, the production of q̃ and g̃ has the
property that âLL = −1. This result is diluted somewhat when the squark and

gluino masses are taken into account. Nevertheless, it continues to be true that

jet events of a supersymmetric origin would have ALL < 0. Whether this is an

observable effect under realistic experimental conditions remains to be proven.

For the rest of this lecture, I will consider the search for supersymmetry at

e+e− colliders. In particular, I will exhibit some of the power of the ILC for disen-

tangling the supersymmetric particle interactions and testing model assumptions

in the MSSM. The advantages of an e+e− collider for a detailed study of the su-

persymmetric spectrum (over the corresponding search for supersymmetry at a
hadron supercollider) are:

1. In an e+e− collider, Standard Model backgrounds to new physics signals

tend to be of the same order of magnitude in cross section as the signals

themselves. This is true because all tree-level cross sections of processes
produced at e+e− colliders are electroweak in strength, so all two-body tree-

level cross sections are roughly a unit of R (where one unit of R is equal to

the cross section for e+e− → γ∗ → µ+µ−).
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2. The beam energy constraint can be used (assuming that beamstrahlung ef-
fects are negligible). That is, the CM-energy of the final state is known to be
equal to the CM-energy of the e+e− collider. In contrast, at hadron colliders,
the CM-energy of the final state partons is generally not known unless it can

be directly measured.

3. W± and Z bosons can be detected in their two-jet decay modes. This is very

difficult in hadron colliders, where QCD backgrounds are severe.

4. Polarized beams can provide a powerful tool for studying new physics and

rejecting Standard Model background. The SLC has demonstrated the fea-
sibility of polarized beams at a linear e+e− collider. Although it is possible
in principle to polarize the beams at a hadron collider, the interest in doing
so has been limited. (Perhaps these lectures will encourage more study of

the feasibility of polarized beams at future hadron supercolliders and their
potential in detecting and elucidating new physics.)

5. Complex final states are more easily managed at e+e− colliders due to the
relative cleanliness of the environment (e.g., smaller multiplicities, less gluon
radiation, etc.).

6. The production rates for uncolored and colored particles with electroweak
quantum numbers are similar (of order one unit of R).

The main disadvantages of e+e− linear colliders as compared to hadron super-
colliders are:

1. The CM-energy of future hadron supercolliders are significantly larger than
any e+e− linear collider that will exist during the same era. Of course, at

a hadron collider, the new physics reach is determined by the CM-energy of
the relevant parton-parton interaction, which is of order 10% of the pp CM-
energy. Even so, the physics reach of the LHC is substantially larger than
that of a 500 GeV ILC. Since the goal of the next generation of colliders

is to uncover the mechanism of electroweak symmetry breaking, the LHC is
therefore essential for maximizing the probability for the discovery of new
physics at the TeV energy scale.

2. It is very difficult to directly produce colored particles that are singlets un-
der the electroweak gauge group (such as the gluino) at an e+e− collider.

⋆

In contrast, such particles are produced with significant cross sections at

hadron colliders (via gluon-gluon scattering), and under most circumstances
are easily observed.

⋆ Gluinos can be more easily studied at e+e− colliders if they are lighter than squarks, assum-
ing that the production of squark pairs is kinematically allowed. In this case, the dominant
squark decay, q̃ → qg̃, provides the gluino source.
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In summary, hadron colliders and e+e− colliders are complementary. The LHC
is likely to be the discovery machine for new physics beyond the Standard Model.

Sorting out the nature of the new physics will primarily be the job of the ILC.

Polarized beams at the ILC provide an effective tool in studies of supersymmet-

ric particle production. A comprehensive analysis by Tsukamoto et al.
[75]

demon-
strates that one can make precision measurements of the MSSM parameters and

test various theories for these parameters at the ILC. I will briefly describe some
of their work here; for a more detailed description of their methods and strategies,
see Ref. [75].

First, based on the theoretical remarks at the end of section 2.2, one expects

that the lightest states of the MSSM are the sleptons, charginos and neutrali-
nos. The lightest supersymmetric particle is assumed to be χ̃0

1. However, since

χ̃0
1 behaves like a neutrino in particle detectors, one cannot detect e+e− → χ̃0

1χ̃
0
1.

Consider next e+e− → χ̃0
1χ̃

0
2, where χ̃0

2 → χ̃0
1 + f f̄ (and f can be either a quark or

lepton). Note that the χ̃0
1χ̃

0
2 final state is produced via t-channel selectron-exchange

or via s-channel Z-exchange. There is no s-channel virtual photon exchange; as a
result, the cross section for this process tends to be less than that for charged su-

persymmetric particle production. Thus, one should first focus on charged slepton

production e+e− → ℓ̃+L,Rℓ̃
−
L,R (ℓ = e, µ, τ), which is mediated at tree-level by

file=slep.ps,height=2.75cm

and on pair-production of the lightest charginos e+e− → χ̃+
1 χ̃

−
1 which is mediated

at tree-level by the following graphs.

file=charg.ps,height=2.75cm

I assume that the initial electron beam is polarized. There are two main ad-
vantages of employing a polarized electron beam. First, it provides another handle
for determining the supersymmetric parameters. For example, by controlling the

electron polarization, one can affect the relative strengths of the competing Feyn-
man diagrams depicted above. That permits the isolation of neutralino couplings

in slepton production and sneutrino couplings in chargino production. In partic-
ular, note that ẽ+L ẽ

−
R (or ẽ−L ẽ

+
R) production occurs only via χ̃0

i -exchange, since the

γ and Z couplings to slepton pairs is diagonal at tree-level. Furthermore, only

the B̃ component of the χ̃0
1 contributes to ẽ±R production; clearly this requires an

incoming e−R beam. In χ̃+
1 χ̃

−
1 production, ν̃ exchange is absent in the case of an

incoming e−R beam, since the ν̃ is the superpartner of the neutrino which pos-

sesses only left-handed couplings. Moreover, the e−R beam enhances the higgsino

components of the produced χ̃±1 . Second, controlling the polarization enhances

the ability to separate Standard Model backgrounds from the above signals. For
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example, one of the main Standard Model backgrounds to the processes consid-
ered above is e+e− → W+W−. This background can be significantly reduced by

employing an e−R beam, because (i) W+W− production via s-channel exchange is
suppressed and (ii) the t-channel neutrino exchange contribution to W+W− pro-

duction (which is particularly large in the forward direction due to the exchange
of a massless particle) is completely absent.

Tsukamoto et al.
[75]

describe the following strategy for the supersymmetric par-

ticle search at the ILC using a polarized electron beam. Suppose that the super-
symmetric particle spectrum satisfies Mχ̃0

1
< Mℓ̃±R

< Mχ̃0
2
,Mχ̃+

1
< Mℓ̃±L

,Mν̃ . For

example, the cross sections for slepton pair production for a representative set of
parameters for three choices of electron beam polarization is shown in Fig. 1. Then,

in the first stage of the supersymmetric particle search, ẽ±R and µ̃±R will be discov-

ered.
⋆

A detailed experimental analysis will then produce measurements of Mẽ±R
,

Mµ̃±

R
, Mχ̃0

1
, σL(ẽR), σR(ẽR), σL(µ̃R), σR(µ̃R), and the slepton angular distributions.

The notation here should be obvious; for example, σL(ẽR) = σ(e+e−L → ẽ+Rẽ
−
R), etc.

The χ̃0
1 will also be discovered by virtue of the decay ℓ̃R → ℓχ̃0

1 (ℓ = e, µ). The abil-

ity to separate the supersymmetric signal from Standard Model background can be
enhanced with polarization. For example, one potentially important background to

slepton pair production is e+e− → W+W− → ℓ+ℓ−+ missing energy, which yields

the same type of final state as the signal events. However, this background can
be suppressed by employing a right-handed electron beam, since W -bosons couple

only to e−L . The power of polarization in the background suppression is illustrated
in Fig. 2. When the full analysis is performed, it is found that the supersymmetric

particle masses can be measured rather accurately, typically to within a few GeV.
With the information of the masses and cross sections, one can already deduce im-

portant information about the supersymmetric spectrum. Assuming the relation
of gaugino mass parameters given in Eq. (2.9), a measurement of Mχ̃0

1
is sufficient

to provide an upper bound on the mass of the lightest chargino. One finds that for
Mχ̃±

1
≥ mW , the light chargino mass is bounded by Mχ̃±

1
≤ (M2/M1)Mχ̃0

1
≃ 2Mχ̃0

1
,

where Eq. (2.9) was applied in the last step. One also tests the universality of scalar
masses by comparing the values of Mẽ±R

and Mµ̃±

R
. Finally, adding in the cross sec-

tion measurements and angular distributions allows one to check the assignment
of slepton quantum numbers and provides some constraints on the parameters of

the neutralino mass matrix.

Proceeding in the scenario under consideration, in the second stage of the su-

persymmetric particle search the next particle to be discovered is χ̃±1 . Experimental

⋆ Discovery of the τ̃±
R

is somewhat more involved and will be neglected in the following

discussion.
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Fig. 1. Total cross sections for slepton production: (a) e+e− → ẽ+

Rẽ−R, e+e− → ẽ±L ẽ∓R,

and e+e− → ẽ+

L ẽ−L , (b) e+e− → µ̃+

Rµ̃−
R and e+e− → µ̃+

L µ̃−
L , where dashed, solid, and

dotted lines correspond to electron beam polarizations of −1, 0, and +1, respectively.
The cross sections were evaluated at the lowest order, without including initial state
radiation nor beam effects. Taken from Ref. [75].

file=ssi03.ps,height=6.0cm,angle=90

Fig. 2. Acoplanarity angle distributions for final-state leptons from right-handed slepton-
pair productions (solid) at

√
s = 350 GeV with an integrated luminosity of 20 fb−1 after

including the initial state radiation and the beamstrahlung effects: (a) e+e− → ẽ+

Rẽ−R
with P = 0, (b) e+e− → µ̃+

Rµ̃−
R with P = 0, and (c) µ̄+

Rµ̄−
R with P = +0.95. The dashed

lines indicate the W+W− background, while the dotted line represents that from the

e±
(−)

νe W∓ process. Taken from Ref. [75].
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Fig. 3. The scatter plot of e+ energies at
√

s = 400 GeV with an integrated luminosity
of 20 fb−1 and an electron beam polarization of P = +0.95 for e+e− → ẽ±L ẽ∓R and

e+e− → ẽ+

Rẽ−R, including the initial state radiation and the beamstrahlung effects. Taken
from Ref. [75].

observables include: Mχ̃±

1
, σL(χ̃±1 ), σR(χ̃±1 ), and the chargino angular distribution.

The chargino mass search is very similar to the search for a new heavy charged

lepton. Assuming that squarks and the charged Higgs boson are much heavier than
mW , the dominant decay of the chargino is χ̃±1 → χ̃0

1W
±, where the final state W

is either real or virtual. According to the analysis of Ref. [75], the chargino and
neutralino masses can be measured to an accuracy of about 5%. Moreover, by com-
paring the relative chargino production rates using left-handed and right-handed

electron beams, one can distinguish between the higgsino and gaugino components
of χ̃±1 , and separate out the sneutrino-exchange contribution. For example, gaugi-
nos and the sneutrino couple only to left-handed electrons, while higgsinos couple
to both e−L and e−R. Thus, one can perform a global fit using the measured masses

of χ̃±1 and χ̃0
1, σR(ẽR) [from stage 1 of the search], and the chargino pair cross sec-

tions σL(χ̃±1 ) and σR(χ̃±1 ) to reconstruct the sneutrino mass and the four unknown
parameters, M1, M2, µ and tan β of the neutralino mass matrix. One can now
begin to test models of the supersymmetry breaking parameters. For example,
having deduced M1 and M2, one can directly test the unification of gaugino mass
parameters [Eq. (2.9)].

Finally, in the third stage of the supersymmetric particle search, ẽ±L is discov-

ered in associated production of ẽ∓L ẽ
±
R.

⋆
Note that for the associated production,

there is no s-channel gauge boson exchange contribution, since the γ and Z cou-
ple diagonally to slepton pairs at tree-level. Thus, only the t-channel neutralino
exchange contributes in this case. If the electron beam is polarized, then there are
four possible cross sections to consider:

σL(ẽ−L ẽ
+
R) ≡ σ(e+e−L → ẽ−L ẽ

+
R) ,

σR(ẽ−Rẽ
+
L ) ≡ σ(e+e−R → ẽ−Rẽ

+
L ) ,

σL(ẽ−Rẽ
+
L ) ≡ σ(e+e−L → ẽ−Rẽ

+
L ) ,

σR(ẽ−L ẽ
+
R) ≡ σ(e+e−R → ẽ−L ẽ

+
R) .

(2.14)

In fact, σL(ẽ−Rẽ
+
L ) = σR(ẽ−L ẽ

+
R) = 0, since chirality is conserved at the ℓℓ̃χ̃0 vertex.

That is, in the eẽχ̃0 interaction, e−L [e−R] couples exclusively to ẽ−L [ẽ−R]. The fact that

⋆ One may also be able to discover the sneutrino in e+e− → ν̃ν̃, which is mediated by
s-channel Z-decay and t-channel chargino exchange. See e.g., Ref. [76].
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one can speak of a chirality for the scalar sleptons is a deep consequence of super-

symmetry which associates scalar particles with each left and right-handed fermion
component. As a result, the experimental observables in the stage 3 analysis are:

Mẽ±L
, σL(ẽ−L ẽ

+
R), σR(ẽ−Rẽ

+
L ) and the angular distribution of the final state sleptons.

However, one can test experimentally the absence of σL(ẽ−Rẽ
+
L ) and σR(ẽ−L ẽ

+
R) di-

rectly with polarized beams. In Fig. 3, the results of a Monte Carlo simulation

of Ref. [75] are displayed. This figure illustrates a case in which the initial elec-

tron beam is almost purely right-handed electron beam. The final state sleptons

are assumed to decay via ℓ̃ → ℓχ̃0
1, so the experimentally observed process is

e+e−R → e−e++ missing energy. Since Mẽ±L
> Mẽ±R

, one expects that in the associ-

ated slepton production, the final state positron energy should be larger than the

corresponding electron energy.
†

This is indeed the case, as shown in Fig. 3. The few

events seen with Ee− > Ee+ correspond to σL(ẽ−L ẽ
+
R) since the plot assumes that

the initial electron beam is not 100% polarized. Such a plot if observed in a real

experiment would constitute strong evidence for the absence of σR(ẽ−L ẽ
+
R) and sup-

port the notion of the association of chirality for sleptons. With the measurement

of Mẽ±L
and the associated slepton pair cross sections, one can make additional

checks of parameters already obtained in stages 1 and 2 above and test additional
model predictions. For example, in models based on minimal supergravity, one

obtains relations among slepton masses of the same generation. These relations

can be checked and provide additional probes of the structure of the theory at the

grand unification scale.

If the energy of the ILC is sufficiently high, one may be able to reach the

squark threshold. The phenomenology of squark pair production at a future e+e−

linear collider has been recently treated in detail in Ref. [77]. As in the case of

µ̃+µ̃− production, only s-channel γ and Z-exchange diagrams contribute. Again,

polarizing the electron beam can play a critical role in separating out the q̃Lq̃L and

q̃Rq̃R final states. The cross sections are very sensitive to the electron helicity, as

shown in Fig. 4. In particular, there is a strong tendency for left [right] handed

electrons to produce q̃Lq̃L [q̃Rq̃R] final states. Thus, by controlling the polarization

of the electron beam, one can separately determine the masses of q̃L and q̃R. A

Monte-Carlo simulation of Ref. [77], shown in Fig. 5, suggests that a mass difference
of 10 GeV between q̃L and q̃R could be detected.

Clearly, polarization is a valuable tool for dissecting the properties of super-

symmetric particles. One still must check that the observed sleptons and squarks

have spin-zero, while the charginos and neutralinos have spin-1/2. Threshold be-

† In addition, one also expects events arising from e+e− → ẽ−R ẽ+

R which should be symmetric
about Ee− = Ee+ .
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havior of cross sections provides some indication, although this requires that one
study the production rates as a function of the CM-energy of the collider. The

spin of the final state particles can also be determined by careful measurement of
the distribution of final state decay products. These methods are well-known and

have been used often in the past to determine the quantum numbers of hadronic
resonances. To describe these methods in detail would take us beyond the scope

of these lectures. Instead, I will refer you to some of the old textbooks of the field
(see e.g., Refs. [9,10]), which perhaps should be better known to the current young

generation of particle physicists!
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Fig. 4. The number of squark pairs of the first two generations produced at a 500
GeV e+e− collider with polarized e− beams, unpolarized e+ beams, and an integrated
luminosity of 20 fb−1 for each e− beam polarization. The four helicity combinations
plotted are e−L,R e+ → q̃L,R q̃. Taken from Ref. [77].

file=ssi2-5.ps,height=7.5cm

Fig. 5. The distribution of mmin
q̃ , the minimum allowed squark mass for a given event,

in region 1 at the point (µ, M2) = (−500 GeV, 300 GeV). The distribution for e−L (e−R)
polarized beams is given by the solid (dashed) histogram and is sharply peaked at the
actual q̃L (q̃R) mass of 220 (210) GeV. The integrated luminosity assumed is 10 fb−1

per polarization, and the bin size is 5 GeV. Taken from Ref. [77]
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LECTURE 3:
Applications to Higgs and New Gauge Boson Searches

In this lecture, I will discuss a few more examples of utilizing polarization and

spin analysis in new physics searches at future colliders. This lecture is not meant

to be comprehensive. Instead, I have selected just a few examples from the search
for Higgs bosons at a future e+e− linear collider (ILC) and new gauge bosons

beyond the W± and Z at a future hadron supercollider (such as the LHC). Some

other areas of investigation will be mentioned briefly at the end of these lectures.

3.1 Higgs bosons beyond the minimal Standard Model

In the Standard Model, the electroweak gauge symmetry is broken when the

neutral component of a complex Higgs doublet (with hypercharge Y = 1) acquires

a vacuum expectation value. The scalar spectrum of the theory then contains one

neutral CP-even Higgs field; the other scalar degrees of freedom are Goldstone

bosons which are absorbed by the W± and Z (thereby generating the gauge boson
masses). In this Lecture, the Standard Model Higgs boson will be denoted by

φ0 in order to distinguish it from other CP-even neutral Higgs scalars that may

appear in non-minimal extensions of the Standard Model. Although the Standard

Model is very well tested at LEP, there is no direct experimental information on the

underlying dynamics that is responsible for electroweak symmetry breaking. As
remarked in the introduction to these lectures, the study of electroweak symmetry

breaking is the main goal of the next generation of colliders.

If new physics exists beyond the Standard Model, then the minimal Higgs

structure described above will almost certainly be supplanted by a more compli-

cated electroweak symmetry breaking sector. What new features is this sector

likely to possess? If Higgs bosons are elementary scalars (on the scale of TeV
physics), then one should consider the possibility of an extended Higgs sector.

Here, I shall consider the simplest of the extended Higgs sectors—the two-Higgs

doublet model
[78]

.

Consider a model with two complex Higgs doublets with hypercharges Y = −1

and Y = +1, respectively. For simplicity, I shall assume that the Higgs sector

conserves CP. Moreover, I will arrange the Higgs-fermion couplings such that the

Higgs doublet with Y = −1 [Y = +1] couples exclusively to down-type [up-type]
fermions. (This insures that there are no Higgs-mediated tree-level flavor changing

neutral currents.) Of the eight scalar degrees of freedom, three Goldstone bosons

are absorbed by the gauge bosons, leaving five physical Higgs states: two CP-even

neutral states h0 and H0, a CP-odd neutral state A0, and a charged Higgs pair

H±. In addition, the model has two additional parameters: the ratio of Higgs
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vacuum expectation values tan β = v2/v1 and the CP-even Higgs mixing angle α
(the latter arises after diagonalizing the CP-even neutral Higgs mass matrix in the
basis of Y = ±1 states). The reader has surely noticed that this is precisely the

Higgs spectrum of the MSSM. However, the MSSM is a highly constrained two-
Higgs doublet model. Whereas the non-supersymmetric two-Higgs doublet model

described above depends on six parameters (α, tanβ, and four Higgs masses), the
Higgs sector of the MSSM (at tree-level) is fixed by two parameters (usually taken
to be tanβ and mA0). Both versions of the two-Higgs doublet model have been

studied extensively in the literature
[78]

.

In discussing the prospects for Higgs discovery at future colliders, one must
consider two separate aspects: (i) the discovery of a light CP-even scalar (h0)

and (ii) the discovery of evidence for a non-minimal Higgs sector. It may appear
that the discovery of h0 would immediately address point (ii) as well, since if h0

derives from a non-minimal Higgs sector, then it seems reasonable to assume that
its properties will differ from φ0 of the Standard Model. However, under a few
very mild assumptions, one can show that in a two-Higgs doublet model where

mh0 , mZ ≪ mA0, mH0 , mH±, the properties of h0 approach those of the Standard

Model
⋆ [79]

. Thus, the discovery of h0 is likely to shed no light on the possible

existence of a non-minimal Higgs sector.

Present LEP bounds based on the search for the lightest CP-even Higgs boson
imply that mh0 ≥ 60 GeV (assuming h0 = φ0). At LEP-II with

√
s ≃ 190 GeV

running at design luminosity, it should be possible to discover the h0 or set a bound
of mh0 >∼ mZ

[3]
. As remarked in Lecture 2, in the MSSM the tree-level bound of

mh0 ≤ mZ is significantly modified by radiative corrections. For mt = 180 GeV,

the bound reads mh0 <∼ 130 GeV, which implies that if the MSSM were correct,
then there is a significant possibility that LEP will not discover the Higgs boson.

In this circumstance, we will be forced to wait until the 21st century to get our
first glimpse of the Higgs sector. The LHC will be able to probe a considerable
Higgs mass range

[80−86]
. If 140 <∼ mh0 <∼ 600 GeV, then the LHC will discover the

h0 via the gold-plated signature:

gg → h0 → ZZ → ℓ+ℓ−ℓ+ℓ− , (3.1)

under the assumption that the h0ZZ coupling is equal to that of the minimal Higgs
coupling in the Standard Model. [Note that for mh0 < 2mZ , at least one of the

Z-bosons in Eq. (3.1) is off-shell.] For Higgs mass values in the “intermediate mass
regime” of mZ

<∼ mh0 <∼ 140 GeV, the Higgs search at a hadron collider is much

⋆ This limit is called the decoupling limit. One can show that in most cases, the heavier Higgs
states are nearly degenerate, with the mass degeneracy broken by terms of O(mZ).
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more difficult. The dominant signal, gg → h0 → bb̄, is completely swamped by the
QCD background (qq̄, gg → bb̄). Other signatures have been proposed, such as

gg → h0 → γγ ,

gg → tt̄h0 , (h0 → bb̄ or h0 → γγ) ,

qq̄′ →W ∗ → Wh0 , (h0 → γγ) .

(3.2)

LHC detectors are being designed with some of these Higgs search channels in
mind

[86]
. One would hope to be able to detect a signal in at least two channels in

order to have confidence that a Higgs signal was being observed.

What about the prospects for detection of the other states of the non-minimal

Higgs sector? At LEP-II, H± can be detected via e+e− → H+H−, and A0 can
be detected via e+e− → h0A0. Of course, if A0, H± and H0 are substantially
heavier than h0 then no evidence of the extended Higgs search will emerge prior

to the era of the supercolliders. Moreover, LHC will be hard-pressed to find such
states. Both H± and A0 do not couple to gauge boson pairs, so that the signatures
of these states at a hadron supercollider are notoriously difficult to separate from

Standard Model backgrounds.

We therefore turn to the prospects of Higgs detection at the ILC. An e+e−

linear collider with
√
s ≥ 300 GeV will be able to fully explore the intermediate

mass Higgs regime. The two primary mechanisms for Higgs production at the ILC

are: (i) e+e− → Zh0 via s-channel Z-exchange (the same mechanism responsible
for Higgs production at LEP-II energies); and (ii) e+e− → νν̄h0 via W+W− fusion

(this latter mechanism becomes increasingly important as
√
s becomes larger). An

ILC with CM-energy 300 <∼
√
s <∼ 500 GeV and an integrated luminosity of 10 to

20 fb−1 would have a discovery reach of mh0 <∼ 0.7
√
s, enough to cover completely

the intermediate mass regime
[87]

. The LEP-II search for non-minimal Higgs states
mentioned above also applies at higher energies. The various signatures appear to
be detectable at the ILC if the processes are kinematically allowed (and not too

close to threshold)
[88−−90]

.

3.2 Higgs boson production at a γγγγγγ collider

All e+e− colliders are also γγ colliders. However, the γγ luminosity resulting

from the Weizsäcker-Williams spectrum of photons falls rapidly as a function of
the γγ invariant mass. The ILC provides a more promising alternative for directly

studying γγ collisions. By Compton backscattering of laser photons off the ILC
electron and positron beams, one can produce high luminosity γγ collisions with a
wide spectrum of γγ CM-energy (Eγγ)

[91−−94]
. In comparison with the Weizsäcker-

Williams spectrum and luminosity, the γγ collider mode produces a significantly
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harder γγ spectrum with a substantially higher luminosity at large Eγγ . In ad-
dition, a high degree of circular polarization for each of the colliding photons can
be achieved by polarizing the incoming electron and positron beams and the laser

beams
[92]

. Both the γγ luminosity spectrum and subprocess cross sections are
strongly influenced by the polarizations of the colliding photons.

Higgs bosons can be produced in γγ collisions via a one-loop diagram, in which

all charged particles of the theory whose masses derive from the Higgs mechanism
can appear inside the loop

[95]
. (The relevant formulae are conveniently summarized

in section 2.1 of Ref. [32].) Thus, the detection of Higgs bosons in the γγ collider
mode at the ILC can provide fundamental information about the particle spectrum
and mass generation mechanism of the theory.

To illustrate the sensitivity of the γγ-Higgs coupling to new particles that can
appear in the loop, Gunion and I computed Γ(Higgs → γγ) in a variety of model

scenarios
[96]

. Our results are shown in Fig. 6. First, we compared the Standard
Model to a model with one extra heavy generation of quarks and leptons. In Fig. 6,

the results are exhibited in the case of a mass-degenerate heavy fourth generation
quark doublet of mass 500 GeV and a heavy charged lepton of mass 300 GeV.
These mass values were chosen so that none of the fourth generation fermions

could be pair produced at an e+e− linear collider with
√
s = 500 GeV (ILC-500).

Note that even a crude measurement of the γγ-Higgs coupling would be sufficient

to distinguish between the three and four generation Standard Model (except in a
small Higgs mass region where the ratio of γγ couplings is accidentally near 1).

file=ggh1.ps,angle=90,height=7.5cm

Fig. 6 The ratio of Γ(Higgs → γγ) computed in two different models, for a number of
model choices. For the Standard Model (SM) φ0: the ratio of Γ(φ0 → γγ) as computed in
the 4-generation vs. the 3-generation SM, as a function of mφ0 (solid curve). The extra
generation (EG) of fermions includes a 300 GeV charged lepton and a mass-degenerate
500 GeV quark doublet. For the MSSM h0: the ratio Γ(h0 → γγ)/Γ(φ0 → γγ) as a
function of mh0 = mφ0 (dotted curve), with mA0 = 400 GeV. Squarks and charginos
have been taken to be as light as possible without being observable at ILC-500 (see
text). For the MSSM H0, two curves are shown. The dot-dashed curve is Γ(H0 → γγ)
in a model with light charginos (M2 = −µ = 150 GeV) divided by the corresponding
width with heavy charginos (M2 = −µ = 1 TeV), keeping the squarks and sleptons
heavy (with masses of order 1 TeV); the dashed curve is Γ(H0 → γγ) in a model with
light squarks and sleptons (see text) divided by the corresponding width computed with
heavy squarks and sleptons, keeping the charginos heavy as before. For the latter two
curves, the ratio of widths is plotted as a function of mH0 , for tanβ = 2. Taken from
Ref. [96].

Next, consider the case of the MSSM. Suppose the lightest CP-even Higgs

boson has been discovered, but no experimental evidence for either the heavier
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Higgs bosons or any supersymmetric particles has been found at the ILC. Could

a measurement of the h0γγ coupling provide indirect evidence for physics beyond

the Standard Model? Unfortunately, the answer is no. If the MSSM parameters

are chosen such that all new particles beyond the Standard Model are too heavy

to be produced at the ILC-500, then the deviation of Γ(h0 → γγ) from the cor-

responding Standard Model value is less than 15%. Because of decoupling, as the

supersymmetry breaking scale and the scale of the heavier Higgs bosons become

large, all couplings of the h0 approach their Standard Model values. This is illus-

trated in Fig. 6 where we plot the ratio Γ(h0 → γγ)/Γ(φ0 → γγ), as a function

of the Higgs mass, for chargino mass parameters M2 = −µ = 300 GeV and a

common soft-supersymmetry-breaking diagonal mass of 300 GeV for all squarks

and sleptons, with all off-diagonal squark and slepton masses set to zero. Even

with the MSSM parameters chosen such that the supersymmetric partners lie just

beyond the reach of ILC-500, the ratio of γγ decay widths is still close to 1 (in

Fig. 6, the plotted ratio lies between 0.89 and 0.94).

On the other hand, suppose that some of the other Higgs bosons of the MSSM

(H±, H0 and/or A0) are light enough to be produced and studied at the ILC. In

this case, a measurement of the γγ couplings of H0 and A0 can provide useful infor-

mation on the spectrum of charged supersymmetric particles (even if the latter are

too heavy to be directly produced at the ILC).
⋆

Figure 6 provides two examples of

the sensitivity of the H0γγ couplings to supersymmetric particle masses. Suppose

that the masses of all supersymmetric particles appearing in the loop (charginos,

squarks, and sleptons) are 1 TeV in mass. Consider then two different scenar-

ios: (i) light charginos and heavy squarks and sleptons (with chargino parameters

M2 = −µ = 150 GeV), and (ii) light squarks and sleptons and heavy charginos

(with a common soft-supersymmetry breaking diagonal mass of 150 GeV for all

squarks and sleptons, and with all off-diagonal squark and slepton masses set to

zero).
†

The ratio of H0 → γγ widths (relative to the case of 1 TeV supersymmetric

particle masses) in these two scenarios is depicted in Fig. 6 and demonstrates the

sensitivity of the H0γγ coupling to the details of the supersymmetric spectrum.

The connection between the Hγγ coupling and the Higgs production rate in

⋆ The widths of H0 and A0 into γγ will almost always differ from the width of the Standard
Model Higgs boson and vary as a function of the MSSM parameters.

† In the light squark and slepton scenario (with tanβ = 2), all sleptons and squarks, with
the exception of the top-squark are roughly degenerate in mass, ranging between 141 and
157 GeV, while the two top-squark masses are 208 and 210 GeV, respectively. Thus, there
are two distinct thresholds for squark (and slepton) pair production, which account for the
two dips on the corresponding curve in Fig. 6.
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γγ collisions is most conveniently expressed in terms of the H → γγ decay width.
‡

For a given value of the γγ CM-energy Eγγ we have:

σ(γγ → H → X) =
8πΓ(H → γγ)Γ(H → X)

(E2
γγ −m2

H)2 + Γ2
Hm

2
H

(1 + λλ ′) , (3.3)

where ΓH ≡ Γ(H → all) is the total decay width of H , and λ and λ ′ (= ±1) are

the helicities of the two colliding photons.

The final states X of greatest interest are W+W−, ZZ and QQ (with Q = b or
t). In this section, I shall focus on X = QQ; see Refs. [94] and [96] for the analysis

of other possible final state signals (and their corresponding backgrounds). In order

to compute the expected number of Higgs bosons, Eq. (3.3) must be folded together
with the appropriate γγ luminosity. The number of Higgs bosons produced and

detected is given by:

N(γγ → H → QQ) =

y+∫

y−

dy
dLγγ

dy
σγγ→H→QQ(Eγγ = yEe+e−) , (3.4)

where dLγγ/dy is the differential γγ luminosity as a function of y ≡ Eγγ/Ee+e−

and y± = (mH ± Γres/2)/Ee+e−. Here, Γres is a resolution factor which is chosen

to maximize the significance of the γγ → H → QQ signal over the γγ → QQ

continuum background. In Ref. [96], Gunion and I adopted a strategy of integrating
over a region of Eγγ of size Γres ≡ max{Γexp,ΓH}, where Γexp is the experimental

QQ mass resolution and ΓH is the total Higgs width. If one defines

dLγγ

dy
≡ F (y)Le+e− , (3.5)

then F (y) and the average value of λλ ′ at y [denoted by 〈λλ ′〉y] are obtained after
convoluting over the possible energies and polarizations of the colliding photons

that yield a fixed value of y. Both quantities will depend upon the experimen-

tal arrangement for creating the back-scattered laser beams, the polarization of
the incoming electron and positron, and the polarizations of the two initial laser

beams
[91−−94]

. In the present discussion, it is a good approximation to assume that

both F (y) and 〈λλ ′〉y are constant over the region of integration in Eq. (3.4) where
the Higgs cross section is dominant.

‡ Henceforth, the symbol H will be used to denote any neutral CP-even or CP-odd Higgs
boson.
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It is a simple exercise to compute the number of detected Higgs events directly
from Eq. (3.4). If F (y) and 〈λλ ′〉y are slowly varying,

N(γγ → H → QQ) =
8πBR(H → X)

Ee+e−m
2
H

tan−1

(
Γres

ΓH

)
Γ(H → γγ)

× F (yH)(1 + 〈λλ ′〉yH
)Le+e− ,

(3.6)

where yH ≡ mH/Ee+e−. Note that in the limit where Γexp ≫ ΓH the inverse
tangent approaches π/2, and N is independent of Γres.

As already noted, F (y) and 〈λλ ′〉y can be adjusted by appropriately choosing

the experimental arrangement and polarizations of the electron, positron and two
initial laser beams. The basic formalism for computing these quantities appears
in Ref. [92] and a large number of specific cases were examined in Ref. [94]. For

the reader’s convenience, the most important points are reviewed here. Define λe

(λ ′
e) and Pc (P ′

c ) to be the helicity and circular polarization of the electron and
corresponding laser beam responsible for producing photon 1 (photon 2). It is
useful to consider the extreme cases of 2λePc = ±1, i.e., maximal helicity for the

incoming electron and full circular polarization for the initial laser photon. For
2λePc = −1 the energy spectrum of photon 1 is peaked just below the highest
allowed photon energy, whereas for 2λePc = +1 one finds a rather flat spectrum

over a broad range of photon energy falling sharply to zero as one approaches the
maximum possible energy. Meanwhile, the helicity of the back-scattered photon,
λ, approaches +Pc,−Pc for photon energy equal to zero or the maximum allowed,
respectively. In the case of 2λePc = 1, λ = +Pc over almost the entire photon

energy range; only very near to the maximum allowed energy does λ change sign
and approach −Pc. In contrast, in the case of 2λePc = −1, associated with a
peaked energy spectrum, λ slowly switches sign in the middle of the allowed energy

range. Note that it is unlikely that the (a priori unknown) Higgs boson mass will
be approximately equal to the full e+e−energy. Thus, the flat energy spectrum
obtained for 2λePc = +1 will generally be preferred for Higgs boson searches. In

addition, one sees that this choice will imply a relatively constant (and large) value
for |λ| over most of the energy range of interest.

The functions F (y) and 〈λλ ′〉y are obtained by convoluting together the spectra
and polarizations for the individual photons 1 and 2. In order to maximize the

Higgs cross section, one sees from Eq. (3.6) that it is desirable to have as large a
value for F (yH) as possible and to have 〈λλ ′〉yH

∼ +1. Moreover, we shall see

below that QQ backgrounds are proportional to 1− 〈λλ ′〉yH
for mH ≫ 2mQ, and

will be suppressed if 〈λλ ′〉yH
∼ +1. Typical behaviors for F (y) and 〈λλ ′〉y are

illustrated in Ref. [94] and can be summarized as follows. First, at e+e− energies
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of the order of 500 GeV, the kinematic limit for Eγγ is roughly 0.8Ee+e−; i.e.,

ymax ∼ 0.8 for the typical machine design. Second, one finds that large F (y)

and 〈λλ ′〉y ∼ +1 can be simultaneously achieved for all y between ∼ 0.1 and

ymax. For Higgs searches below about 0.7Ee+e−, it is most useful to employ the

broad spectrum for F (y) that results from choosing 2λePc and 2λ ′
eP

′
c both as close

to +1 as possible. For these choices and typical machine design parameters at

Ee+e− = 500 GeV, F (y) >∼ 1 for 50 GeV <∼ Eγγ <∼ 350 GeV, i.e., for y values

between 0.1 and 0.7. If, in addition to choosing 2λePc = +1, 2λ ′
eP

′
c = +1, we also

have PcP
′

c ∼ +1 then 〈λλ ′〉y is near +1 for this entire range, y <∼ 0.7. For Higgs

searches between y ∼ 0.7 and y ∼ ymax, F (y) >∼ 1 and 〈λλ ′〉y ∼ +1 can again

be simultaneously achieved by the alternative choices of 2λePc = 2λ ′
eP

′
c = −1,

PcP
′

c = +1. Thus, there is a fortunate conspiracy in which polarization choices

can be made that yield large γγ luminosity (for 0.1 <∼ y <∼ ymax) and also maximize

the Higgs cross section while tending to suppress backgrounds.

In order to establish the significance of the Higgs signal, one must consider the

background from γγ → QQ
[94,96,97]

. The differential cross section for γ(λ)+γ(λ′) →
QQ is

dσ

dz
=

4πα2e4QNcβ
[
1 − β4 + 1

2(λλ ′ − 1)(1 + β2z2)(1 − 2β2 + β2z2)
]

s(1 − β2z2)2
, (3.7)

where z ≡ cos θ is the cosine of the angle of the outgoing heavy quark, Q, relative

to the beam direction in the γγ CM-frame, eQ is the quark charge (in units of e),

mQ is the quark mass, β ≡ (1 − 4m2
Q/s)

1/2, and s ≡ E2
γγ . For mQ = 0, one can

easily check that Eq. (3.7) reproduces the results of my Lecture 1 computation

[see Eq. (1.91)]. If Eγγ ≫ 2mQ (i.e., β → 1) then the cross section for this

background subprocess is strongly suppressed for λλ ′ = +1, the choice which

maximizes the Higgs boson cross section as discussed above. Furthermore, for

β → 1, the cross section is strongly forward-backward peaked as a function of z,

whereas the H → QQ decay is isotropic. Thus, to maximize the significance of the

Higgs boson signal in the bb channel it is desirable to arrange for a value of 〈λλ ′〉yH
as near to +1 as possible, and to integrate signal and background over a region

|z| < z0 away from |z| = 1. Even in the tt channel this same procedure provides

some improvement in the statistical significance of the Higgs signal, despite the

fact that 2mt is only somewhat smaller than mH .

Integrating Eq. (3.7) over the region |z| ≤ z0 < 1 yields
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σQQ(s, z0) =
4πα2e4QNc

s

{
− βz0

[
1 +

(1 − β2)2

(1 − β2z2
0)

]
+ 1

2

[
3 − β4

]
log

1 + βz0
1 − βz0

+ λλ ′βz0

[
1 +

2(1 − β2)

1 − β2z2
0

− 1

βz0
log

1 + βz0
1 − βz0

]}
.

(3.8)

The effectiveness of using polarization and angular cuts in reducing the γγ → QQ
background is clear. For example, if both β and λλ′ are near 1, then Eq. (3.8)

yields

σQQ(s, z0) ≃
4πα2e4QNc

s

{
(1 − β2)

[
2z0

1 − z2
0

+ ln

(
1 + z0
1 − z0

)]

+ (λλ′ − 1)

[
z0 − ln

(
1 + z0
1 − z0

)]}
.

(3.9)

That is, for λλ′ = 1, the cross-section is suppressed by a factor of 1 − β2, as
expected from our previous analysis. The effectiveness of the cut on the decay
angle in reducing the QQ background can be seen in the following example. For

Q = b and
√
s = Eγγ = 300 GeV, choosing z0 = 0.5 reduces the QQ cross section

by a factor of 14, while retaining 50% of the Higgs events. This yields a net gain

by a factor of 7 in Higgs signal over background. We can compute the net number
of background events by multiplying the cross section of Eq. (3.8) by the integral

of dLγγ/dy [Eq. (3.5)] over the interval ∆y = Γres/Ee+e−, with Γres defined below
Eq. (3.4)

N(γγ → QQ) =
Γres

Ee+e−
F (yH)Le+e−σQQ(m2

H , z0) . (3.10)

For numerical estimates, Gunion and I took F (yH)Le+e− = 2×1033 cm−2 sec−1

i.e., an integrated luminosity of 20 fb−1 for a standard collider year, and we chose
〈λλ ′〉yH

= 0.8. As discussed previously, these choices for F (yH) and 〈λλ ′〉yH
are

both well within the range of possibility for yH
<∼ 0.8 (e.g., Eγγ <∼ 400 GeV at

Ee+e− = 500 GeV). Detector resolution was assumed to be such that Γexp = 5 GeV

is possible for the observation of H → QQ. When considering QQ final states, we
employed the background cross section given in Eq. (3.8). Since the Higgs decays
to QQ are uniform in z = cos θ, the effect of the angular cut on the number of

Higgs events in a QQ final state is simply to multiply the total event rate by a
factor of z0. In our numerical work, we found that the value z0 = 0.85 was the

most effective in reducing the QQ background.
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In Fig. 7 we present results for the Standard Model Higgs boson, φ0. Results

for two choices of top quark mass: mt = 150 GeV and mt = 200 GeV are shown. It

is apparent that where φ0 → bb̄ decays are dominant, φ0 masses down to roughly

40 GeV can be probed. In contrast, the tt̄ mode never has a sufficiently large

branching ratio (due to the dominance of the vector boson pair decay modes of the

φ0 above the W+W− threshold) to be useful, given the large size of the γγ → tt

background. The importance of polarization for enhancing the statistical signifi-

cance of the Higgs signal in the bb channel is illustrated in Fig. 8, which depicts

the maximum and minimum masses for which the number of Higgs signal events

(S) and background events (B) are such that S > 10 and the number of standard

deviations [NSD ≡ S/
√
B] is greater than 5. From Fig. 8, it is clear that being

able to achieve large 〈λλ ′〉 greatly expands the mass range over which the φ0 can

be detected in the bb channel. Unfortunately, detection of the φ0 in the tt channel

is not possible even with perfect polarization.

In the case of the Higgs bosons of the MSSM, results will be presented for

one moderate value of tanβ = 2 and one large value of tanβ = 20, and two

choices of top quark mass as in the previous analysis. The masses of all the

supersymmetric partners, in particular, the charginos, neutralinos, squarks, and

sleptons are assumed to be large. This means not only that they will not enter

into the Higgs decay modes, but also, in the case of the charged supersymmetric

particles, their contributions to the γγ couplings at one-loop will be small. Results

for the heavier CP-even state H0 and for the CP-odd A0 are given in Figs. 9

and 10, respectively. Sensitivity of the mt = 150 GeV, tan β = 2 results for the

H0, A0 and h0 to the degree of polarization that can be achieved is illustrated in

Figs. 8 and 11, for the bb and tt channels, respectively. Figure 8 shows the minimal

and maximal observable masses, mmax,min
H0 , mmin

A0 , and mmin
h0 , as defined using the

criteria stated earlier for φ0. Not explicitly plotted are: mmax
A0 , which is always very

close to 2mt = 300 GeV; and mmax
h0 which is equal to the theoretical upper limit

for mh0 within the MSSM [see Eq. (2.3)]. That is, the h0 → bb channel satisfies

the criteria for observability for all mh0 masses above mmin
h0 . Note how close mmin

h0

is to the corresponding Standard Model Higgs result [see Fig. 7]; this is simply a

reflection of how similar the h0 is to the φ0 of the same mass once mA0 is large

enough. Clearly, the range of masses for which the A0 and h0 are detectable is

greatly diminished if a high degree of polarization cannot be achieved. For the tt

channel, detection of the H0 and A0 for Higgs masses above 2mt should generally

be possible for 〈λλ ′〉 = 0.8. Figure 11 shows the value of NSD achieved in the

tt channel at mA0, mH0 = 500 GeV as a function of 〈λλ ′〉. These results clearly

indicate that in spite of the large t-quark mass, polarization can still play a critical

role in the observability of the A0 and H0 in the tt channel.
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Fig. 7. Number of events per year for the Standard Model Higgs boson (φ0 → bb̄,

φ0 → tt̄, φ0 → ZZ) and for the QQ backgrounds (γγ → bb̄ and γγ → tt̄). In computing

event rates for the QQ (Q = b, t) final states, an angular cut of | cos θ| ≤ z0 = 0.85 is

imposed and a QQ mass resolution of 5 GeV has been assumed. Taken from Ref. [96].

file=ggh2.ps,angle=90,height=7.5cm

Fig. 8. Minimum and maximum Higgs masses for which the number of standard devi-

ations of the Higgs signal in the bb channel NSD ≥ 5 and the number of signal Higgs
events S ≥ 10, as a function of 〈λλ ′〉. Both Standard Model and MSSM Higgs bo-
son signals are exhibited, with mt = 150 GeV and tanβ = 2. Not shown explicitly is

mmax

A0 which is always very close to 2mt = 300 GeV. The h0 → bb signal is statistically

significant for all mh0 masses from mmin

h0 up to its theoretical limit. Taken from Ref. [96].
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Fig. 9. As in Fig. 7, but for the heavy CP-even Higgs boson of the MSSM, H0. The
exotic H0 → h0h0 decay mode event rate is also shown. (It should be noted that in
the region 165 <∼ mH0 <∼ 220 GeV, the decay H0 → h0h0 is kinematically forbidden for
the MSSM parameters chosen.) Supersymmetric partners are assumed to be sufficiently
heavy that they do not influence the H0γγ coupling or H0 decays. Radiative corrections
to the MSSM Higgs sector are incorporated with MSUSY = 1 TeV and squark mixing
neglected. Results for mt = 150 GeV and mt = 200 GeV are displayed for both tanβ = 2
and tanβ = 20.

file=ggh6.ps,angle=90,height=7.5cm

Fig. 10. As in Fig. 9, but for the CP-odd Higgs boson of the MSSM, A0. The exotic
A0 → Zh0 decay mode event rate is shown. The A0 has no tree-level couplings to vector
boson pairs, so that the ZZ final state is not present.
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Fig. 11. Statistical significance (i.e., number of standard deviations NSD) of the A0 →
tt and H0 → tt Higgs signals at mA0 , mH0 = 500 GeV as a function of 〈λλ ′〉, for
mt = 150 GeV and tanβ = 2. Γres and z0 are chosen as in Fig. 7.

In summary, detection of the Standard Model φ0 should be possible for all Higgs

masses between the present day LEP lower limit up to the γγ collider kinematic

limit (roughly Emax
γγ ≃ 0.8Ee+e−). That is, the kinematic reach of the ILC for φ0

detection is somewhat increased (relative to the limit ofmφ0 <∼ 0.7Ee+e− achievable

in conventional e+e− collisions) using the γγ collider mode option, while at the

same time the γγ coupling of the φ0 is determined. In the case of the MSSM Higgs

bosons, the γγ collider mode at the ILC proves to be an enormously powerful tool.

For moderate tan β, detection of the H0 and A0 will be possible for all masses up to

roughly the γγ collider kinematical limit, often in more than one final state decay

mode. This represents a significant increase in Higgs mass reach as compared to

a Higgs mass limit of roughly 0.4Ee+e− obtained by using the ILC in its search

for e+e− → h0A0, H0A0. For large tanβ, a four-fold increase in γγ luminosity

beyond that assumed in this section would allow H0 detection for all masses up

to the Eγγ kinematic limit. In reaching these optimistic conclusions, the ability to

achieve substantial polarization for the colliding photon beams has been assumed.

We have illustrated the fact that the mass ranges for which the Standard Model

and MSSM Higgs bosons can be detected deteriorate significantly as the degree of

polarization decreases, especially in the bb and tt channels. Every effort should be

made to achieve the highest possible polarization for the colliding photons.

3.3 Search for CP-violating effects in the Higgs sector

In the Standard Model with one Higgs weak doublet, the physical Higgs boson

is a CP-even scalar with CP-conserving tree-level interactions. In the MSSM, the

Higgs sector consists of two scalar weak doublets. But, due to the supersymmetric

constraints which restrict the form of the scalar potential, the physical scalar mass

eigenstates are states of definite CP, with tree-level CP-conserving interactions.
⋆

However, in non-supersymmetric models with a non-minimal Higgs sector, and in

non-minimal supersymmetric models, the scalar sector typically contains sources of

CP-violation. It is possible that Higgs-sector CP-violation effects could be detected

in low-energy processes (such as in the interactions of K and B-mesons, or the

neutron electric dipole moment). However, the absence of such low-energy effects

does not necessarily imply that CP-violating Higgs effects must be absent. It could

⋆ Soft-supersymmetry breaking terms do not affect this conclusion [see Eq. (2.1)].
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turn out that Higgs induced CP-violating effects can only be seen directly in high-
energy processes in which the Higgs bosons are produced. One consequence of
CP-violation in the Higgs self-interactions is that the neutral scalar Higgs mass
eigenstates are no longer eigenstates of CP. In other words, the neutral Higgs mass
eigenstates are mixtures of CP= ±1 scalar states.

In this section, I shall discuss a technique suggested by Gunion and collabora-
tors

[98,99]
for detecting the existence of CP-violating Higgs interactions by searching

for scalar states with mixed CP quantum numbers. One might think that if the
Higgs boson were discovered, its CP-quantum numbers could be determined from
its production characteristics and/or the energy and angular distribution of its
decay products. Such methods will fail if the Higgs boson is detected through
its interactions with massive gauge bosons. For example, at e+e− colliders, the
Higgs boson is typically produced either by bremsstrahlung off the Z-boson or via
W+W− fusion. In addition, in many cases, W+W− and Z0Z0 are the dominant
decay modes of the heavy Higgs boson. However, at tree-level, the ZZ or W+W−

couples only to the CP-even part of a CP-mixed scalar state.
†

The γγ collider provides an efficient environment for the detection of mixed
CP properties (if present) of the neutral Higgs bosons since γγ does not possess
tree-level couplings to the neutral Higgs states. At one-loop, γγ couples to both
the CP= ±1 pieces of the scalar state. The corresponding matrix elements are
proportional to

M(γγh0) ∼ ǫ̂ · ǫ̂′ǫ̂ · ǫ̂′ǫ̂ · ǫ̂′ ,
M(γγA0) ∼ ǫ̂× ǫ̂′ǫ̂× ǫ̂′ǫ̂× ǫ̂′ .

(3.11)

where ǫ̂̂ǫ̂ǫ is the space components of the spin-1 polarization vector [Eq. (1.54)]. The
availability of polarized bosons is particularly useful, and provides a number of
CP-violating asymmetries:

A1 ≡ |M++|2 − |M−−|2
|M++|2 + |M−−|2

,

A2 ≡ 2 Im (M++M∗
−−)

|M++|2 + |M−−|2
,

A3 ≡ 2 Re (M++M∗
−−)

|M++|2 + |M−−|2
,

(3.12)

where Mλλ′ is the amplitude for γ(λ) + γ(λ′) → H . Each asymmetry can lie

† The coupling of a CP-odd scalar to two gauge bosons takes the form ǫµναβF a
µνF a

αβ which

can only arise in one-loop (or higher-loop) radiative corrections.
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Fig. 12. The values for |A1| (———) and |A2| (− − − −) and (1− |A3|) (· · · · · · )
which yield the largest standard scenario statistical significances, as a function of mφ0 ,
for tanβ = 2 and mt = 150 GeV. Extrema are obtained for 150,000 random choices of
Higgs mixing angles subject to the requirement that there be at least 80 events in the bb
decay channel of the φ0, or 20 events in the ZZ (one Z → ℓ+ℓ−) channel, or 80 events
in the tt channel when the colliding photon polarizations are averaged over. Taken from
Ref. [98].

between −1 and 1. A1 6= 0, A2 6= 0, and/or |A3| < 1 would all constitute signals
of CP-violation.

Grzadkowski and Gunion
[98]

have computed the three asymmetries above for
a scalar Higgs field arising from the most general CP-nonconserving two-Higgs

doublet model. They repeat the asymmetry calculation many times, searching
over the model parameter space for the maximum CP-violating signal. This is

accomplished by choosing a particular value of mt, tanβ and Higgs mass, and
varying at random the Higgs mixing angles, i.e., the parameters that specify the
Higgs mass eigenstates (relative to the interaction eigenstate basis). In Fig. 12, the

asymmetries defined in Eq. (3.12) are plotted as a function of the Higgs mass for
mt = 150 GeV and tan β = 2. Each asymmetry plotted is the maximum asymmetry

achievable as the Higgs mixing angles are varied, for the specified Higgs mass. The
maximal CP-violating asymmetries can be large, and the statistical significance of

the signal scales with the square root of the number of events. Under plausible
operating conditions for a γγ collider operating at a CM energy of 500 GeV, with an

integrated luminosity of 20 fb−1, the authors of Ref. [98] show that the asymmetry
A1 is the most promising for the detection of a CP-violating signal.

At hadron supercolliders, the dominant mechanism for Higgs production is
gluon-gluon fusion to the Higgs boson through a heavy quark loop. Since the same

diagram gives rise to the Higgs coupling to γγ (where the gluons are replaced by
photons), one can also search for a CP-violating asymmetry at hadron supercol-

liders with polarized beams. Of course, in this case, the theoretical prediction for
the asymmetry and its experimental detection are not as clean (compared to the
case of the γγ collider discussed above). For example, one does not polarize the

gluons directly; rather one must polarize the initial proton beams, and attempt
to determine the resulting gluon polarization, based on a model (making the best

possible use of polarized deep inelastic scattering data to determine the polarized
gluon distribution function). In order to detect a CP-violating signal, it is sufficient

to polarize one of the proton beams. The CP-violating asymmetry of interest is

A ≡ σ+ − σ−
σ+ + σ−

, (3.13)
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Fig. 13. Maximal statistical significance achieved for an asymmetry signal as a function
of mφ0 at the SSC with L = 10 fb−1. The branching ratio for φ0 → ZZ → ℓ+ℓ−X is
included. A model for the polarized gluon distribution function is used where ∆g(x) =

g(x) for x > 0.2 and ∆g(x) = 5xg(x) for x < 0.2
[100]

. This yields ∆g ≡
∫

g(x)dx ≃ 3 over
the Higgs mass range depicted above (where g(x) ≡ g(x, Q) is evaluated at Q = mφ0).
Taken from Ref. [99].

where σλ is the Higgs production cross-section for the case of one proton beam

with helicity λ. To evaluate A, one must compute the asymmetry at the partonic
level, and then fold in the helicity-dependent gluon distribution function. Let

∆g(x) ≡ g+(x) − g−(x), where g+(x) [g−(x)] is the probability of finding a gluon

with positive [negative] helicity inside a proton of positive helicity.
‡

The unpolarized

gluon distribution is given by g(x) ≡ g+(x)+g−(x). If Mλλ′ denotes the amplitude

for g(λ) + g(λ′) → H , then
§

A =

∫ 1
m2

H/s dx g
(
m2

H/sx
)
∆g(x)

[
|M++|2 − |M−−|2

]
∫ 1
m2

H/s dx g
(
m2

H/sx
)
g(x) [|M++|2 + |M−−|2]

. (3.14)

Note that A vanishes if H is an eigenstate of CP. This can be understood from

Eq. (1.29) which implies that |M++| = |M−−| if P is conserved. However, for
neutral scalars, eigenstates of P are necessarily eigenstates of CP, since there are

no scalar interactions with fermion pairs or vector boson pairs that conserve P
without conserving CP. Thus, the detection of a nonzero value for A would be an

indication of CP-violation. The distribution function difference ∆g(x) is not very
well constrained by data, and thus introduces model dependence into the calcula-

tion. As a result, the evaluation of the statistical significance of the signal is more
uncertain than in the previous case of γγ → H . Figure 13, taken from Ref. [99],

depicts a typical result. Although the detection of a CP-violating signal of this

kind presents a real challenge for experimentalists working at a hadron supercol-
lider, Fig. 13 does suggest that a polarized proton beam at hadron supercolliders

can play a useful role in probing the details of new physics.

3.4 New gauge bosons beyond the W±W±W± and ZZZ

In this section, I present the final example of these lectures. One of the key

questions that one hopes to answer with the next generation of supercolliders is:

‡ Note that g+(x) [g−(x)] is also the probability of finding a gluon with negative [positive]
helicity inside a proton of negative helicity.

§ Recall that for γγ → H (and gg → H), Mλλ′ vanishes unless λ = λ′ [see Eq. (3.3)].
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what is the correct electroweak gauge group of the low-energy effective TeV-scale
theory? Is it SU(2)L×U(1) or is the gauge group larger, implying the existence

of new gauge bosons beyond the W± and Z whose masses are of O (1 TeV). To

answer this question with full confidence requires a collider that can probe deep

into the TeV energy region. Clearly (unless we are very lucky), the ILC will not be

sufficient for this task. If new W ′ and/or Z ′ gauge bosons are discovered, it will be

essential to measure their couplings to fermions. At a hadron supercollider, there
are a variety of techniques that can be employed for this purpose

[101]
. Here, I shall

briefly mention two techniques.

If one of the proton beams is polarized, then one can consider the single helicity

asymmetry

AL =
dσ− − dσ+

dσ− + dσ+
, (3.15)

where dσλ is the differential cross-section (integrated either partially or completely
over the available phase space) for p(λ) + p → heavy gauge boson. This is a

similar asymmetry to the one defined in the previous section in the case of Higgs

production. However, in this case, AL 6= 0 implies only parity nonconservation,

since vector boson interactions can violate P without violating CP. The production

mechanism for new gauge bosons at a hadron collider is qq̄ fusion. For very heavy
gauge bosons, the momentum fractions of the initial partons are not particularly

small.
⋆

Hence, one would expect that the polarization of a valence parton would

reflect the polarization of the corresponding proton. Thus, it seems plausible that in

new gauge boson production, large single helicity asymmetries should be observed.

This is illustrated by a calculation of Ref. [73], which demonstrates that values for

AL as large as 25% are possible in the production of a neutral heavy gauge boson of
a few TeV in mass. Moreover, the obtained value of AL is a sensitive function of the

vector boson mass and its quantum numbers. By changing the assumptions of the

Z ′ quantum numbers, one can find dramatic shifts in AL by an order of magnitude.

Finally, if both proton beams are polarized, then additional observables can be used

to probe the new gauge boson couplings to fermion pairs. For example, Ref. [73]
shows that in the production of left-handed and/or right-handed charged gauge

bosons, σ−−/σ++ may deviate substantially from 1.

If no polarized beams are available, there are other tools for determining the

nature of the new gauge boson interactions. I will conclude these lectures by

discussing one powerful technique, in which one studies the decay of the heavy

⋆ Recall that in the parton model computation, x1x2s = m2
V , where s is the CM energy

squared of the supercollider and x1 and x2 are the momentum fractions of the quark and

antiquark, respectively
[102]

.
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gauge boson to τN (where N is a neutral heavy lepton which may or may not be
the ντ ). This is a particularly useful decay mode, because the τ -lepton decays are
self-analyzing. By studying the energy distribution of the τ decay products, one
deduces information about the τ polarization, and hence learns about the coupling
of the gauge boson to τN

[103,104]
.

To illustrate the method, consider the decay of a new charged gauge boson,
W ′

L, where the subscript L indicates that W ′
L has the same couplings to fermions

as the W± of electroweak interactions. The following decay chain is assumed.

W ′
L → τN

−→





µνν̄ [or eνν̄]

πν

ρν

(3.16)

In what follows, I shall provide details of the computation of the differential cross-
section for W ′

L production followed by the decay chain

W ′
L → τN → eνν̄N , (3.17)

and quote the results for the other two decay chains shown above. In this calcu-
lation, I will make the (very good) approximation that all final state masses are
negligible compared to W ′

L.

The basic formula for the cross-section for the scattering process a+ b → c+ d
followed by the decay d→ 1+2+. . .+n was described in section 1.7 as a trace over
the product of the production and decay density matrix elements [see Eq. (1.107)].

Here, I shall write out the relevant formula in complete detail
[10]

σ =
1

4pCM

√
s

∑

λλ′

∫
M(ab→ cdλ)M∗(ab → cdλ′)

dsd
2π

dLips(s; pc, pd)

× M(dλ → 1 + 2 + . . .+ n)M∗(dλ′ → 1 + 2 + . . .+ n)

(m2 − sd)2 +m2Γ2
dLips(sd ; p1, . . . , pn) ,

(3.18)
where s = (pa + pb)

2 is the CM energy squared for the process, m and Γ are the
mass and width of particle d, pCM is the CM-momentum of particle a (or b) [if
initial state masses are neglected, pCM =

√
s/2], sd = p2

d is the invariant mass
squared of the decaying particle d, and

dLips(s ; p1, . . . , pn) = (2π)4−3n
n∏

i=1

d3pi

2Ei
δ4(pa + pb −

∑

i

pi) (3.19)

is Lorentz invariant phase space for an n-body final state with total CM-energy
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squared equal to s. Using the above formula, the computation proceeds in the

seven steps sketched out below
[105]

.

Step 1: Since mτ ≪ mW ′
L
, the emitted τ ’s are completely left-handed. Thus,

only the λ = λ′ = −1 term in the sum over λ, λ′ in Eq. (3.18) survives. This

observation simplifies this calculation immensely, and is special to this particular

problem.

Step 2: Use the narrow width approximation

1

(m2 − sd)2 +m2Γ2
−→ π

mΓ
δ(m2 − sd) (3.20)

to integrate over sd in Eq. (3.18). In this calculation,

BeΓ =
G2

Fm
5
τ

192π3
, (3.21)

where Be ≡ Γ(τ → eνν̄)/Γ is the tau-lepton branching ratio into electrons.

Step 3: The squared matrix elements for a+ b→ c+ d and d→ 1 + 2 + 3 are

well-known and are given below.

(i) ūd →W ′−
L → τ−N

The squared amplitude for this process, averaged over initial and summed over

final spins and colors, is easily computed. The result is

|M(ūd→W ′−
L → τ−N)|2 =

(
1

12

)
4g4pd · pν pū · pτ

(m2
W − s)2 + Γ2

Wm2
W

, (3.22)

where pi is the four-momentum of particle i, and the 1/12 inside the parentheses

consists of a factor of 1/4 for the spin-average and a color factor of 1/3. As remarked

above, the produced τ− is purely left-handed (to a very good approximation), since

mτ ≪ mW ′.
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(ii) τ− → e−νν̄

In order to apply Eq. (3.18), we need the squared matrix element for the decay
of a left-handed τ−. This computation is most easily done using the spin projec-
tion operator method described in section 1.4. We introduce the spin four-vector
[Eq. (1.48)] for a negative helicity τ− of four-momentum pτ = (Eτ , ~pτ~pτ~pτ )

⋆

S = −
( |~pτ~pτ~pτ |
mτ

;
Eτ p̂τ̂pτp̂τ

mτ

)
. (3.23)

The calculation of the squared decay amplitude is straightforward. Here, I simply
quote the well known formula for the decay rate of a polarized muon found in
Ref. [21], which can also be used here

EτEe
dΓ

d3pe
=

G2
F

3(2π)4
[
q2pe · (pτ −mτS) + 2q · (pτ −mτS)q · pe

]
,

where pe = (Ee; ~pe~pe~pe ) is the electron four-momentum, q ≡ pτ − pe and S is the spin
four-vector of the negative-helicity τ−.

Step 4: Using Eq. (3.18) and the results given above, we integrate over sd and
obtain

σ =
Beg

4

192π3m6
τ s [(m2

W − s)2 + Γ2
Wm2

W ]

∫
dΩτ

d3pe

Ee
4pd · pν pū · pτ

×
[
q2pe·(pτ −mτS) + 2q · (pτ −mτS) q · pe

]
,

(3.24)
where dΩτ is the differential solid angle of the τ−.

Step 5: It is convenient to choose the rest frame of the W ′−
L to evaluate the

integral above. Explicitly,

q2pe ·(pτ −mτS)+2q ·(pτ −mτS) q ·pe = Ee

[
m2

τz +
√
s(m2

τ − 2Eez)(1 − p̂τ · p̂ep̂τ · p̂ep̂τ · p̂e)
]
,

(3.25)
where

z ≡ s+m2
τ − (s−m2

τ )p̂τ · p̂ep̂τ · p̂ep̂τ · p̂e√
s

, (3.26)

and

4pd · pν pū · pτ = 1
4s

2(1 + p̂d · p̂τp̂d · p̂τp̂d · p̂τ )
2 + O(m2

τ ) . (3.27)

Since mτ ≪ mW ′, we can drop the O(m2
τ ) term in Eq. (3.27).

⋆ A capital S is used here since s is already being used for the CM-energy squared.
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Step 6: Insert the above expressions into the integral [Eq. (3.24)]. Choosing
the direction of the d-quark to lie along the z-axis, and the direction of the electron
to lie in the x–z plane, we write p̂d̂pdp̂d = ẑ̂ẑz and p̂êpep̂e = (sin θe, 0, cos θe). Our plan is
to integrate over all possible τ directions, p̂τ̂pτ̂pτ , holding the electron direction fixed.
For this purpose, it is somewhat easier to rotate the z-axis to lie along the electron
direction. That is, we take p̂êpêpe = (0, 0, 1) and p̂d̂pdp̂d = (− sin θe, 0, cos θe). Relative to
this choice, we integrate over p̂τ̂pτ̂pτ = (sin θ cosφ, sin θ sinφ, cos θ). Then,

p̂τ · p̂ep̂τ · p̂ep̂τ · p̂e = cos θ ,

p̂d · p̂τp̂d · p̂τp̂d · p̂τ = cos θ cos θe − sin θ sin θe cosφ .
(3.28)

In the integration over p̂τ̂pτ̂pτ at fixed electron energy, the limits of integration depend
on Ee. This is most easily obtained by noting that (pτ − pe)

2 ≥ 0 implies that
z ≤ m2

τ/Ee. From the definitions of z [Eq. (3.26)] and cos θ [Eq. (3.28)], one sees
that y ≤ cos θ ≤ 1, where

y ≡ Ee(s+m2
τ ) −m2

τ

√
s

Ee(s−m2
τ )

. (3.29)

It follows that

dσ

dΩedEe
=

g4sE2
eBe

768π3m6
τ [(m

2
W − s)2 +m2

W Γ2
W ]

×
2π∫

0

dφ

1∫

y

d cos θ (1 + cos θ cos θe − sin θ sin θe cosφ)2

×
[
m2

τz +
√
s (1 − cos θ)(m2

τ − 2Eez)
]
.

(3.30)

Step 7: The above integration can be performed analytically. Recall that we are
working in the limit of small mτ . Although the factor of m6

τ in the denominator
of Eq. (3.30) may be a cause for concern, it is easy to see that the leading mτ

behavior of the integral is O(m6
τ ). Since y → 1 as mτ → 0, one can expand the

integrand in Eq. (3.30) around cos θ = 1. Furthermore, for cos θ ≃ 1, one sees from
Eq. (3.26) that z = O(m2

τ ). Thus, it is sufficient to keep terms in Eq. (3.30) up to
(1 − cos θ)2 and drop all higher terms. One therefore ends up with a finite value
for the differential cross-section in the limit of mτ → 0:

dσ

dEe d cos θe
=

πα2√s (1 + cos θe)
2Be

36 sin4 θW [(m2
W − s)2 + Γ2

Wm2
W ]

[
1 −

(
2Ee√
s

)3
]
, (3.31)

where α ≡ g2/4π sin2 θW . Note that the allowed range of electron energies is
0 ≤ Ee ≤ 1

2

√
s.
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Two features of this result are immediately apparent. First, the (1 + cos θe)
2

angular distribution matches precisely the (1 + cos θ)2 angular distribution of the
τ− obtained in Eq. (3.22), in the mτ = 0 limit [see Eq. (3.27)]. This angular
distribution can be understood using simple helicity arguments as shown in the
figure below.

file=ssi3-9.ps,height=2.5cm,angle=90

The arrows above the fermion lines denote helicity. The W ′−
L couples to a left-

handed d-quark and τ−, and a right-handed u-quark and anti-neutrino. Angular
momentum conservation favors θ near 0◦ and disfavors θ near 180◦. It is interesting
to note that precisely the same angular factor would arise in W ′−

R production,

assuming that the W ′−
R couples to right-handed fermions and left-handed anti-

fermions. In the figure above, the configurations shown are both favored by angular
momentum conservation, and one concludes that the electron angular distribution
will be the same for both W ′

L and W ′
R production!

Second, let us define x ≡ 2Ee/
√
s. From Eq. (3.31), one sees that the po-

larization of the τ− is reflected in the 1 − x3 energy distribution of the electron.
Furthermore, by repeating the above calculation for W ′−

R production, one finds
that although the final state electron angular distribution is the same, the electron
energy distribution is proportional to (1 + 2x)(1 − x)2. Thus, the electron energy
distribution is softer for W ′

R production as compared with W ′
L production. Thus,

by measuring the energy distribution of the observed electron, one gains informa-
tion about the τ polarization and thereby obtains a probe of the W ′ coupling to
τN .

Other τ decay modes can be used in a similar fashion. The relevant calculations
are similar to the one presented above, so I shall simply summarize the results
below

[103]
.

(i) ūd →W ′−
L,R → τ−N , τ− → e−νν̄

dσ

dEe d cos θe
= BeC(θe) ×

{
2
3(1 − x3) , W ′

L

(1 + 2x)(1 − x)2 , W ′
R

(3.32)

(ii) ūd →W ′−
L,R → τ−N , τ− → ρ−ν

dσ

dEρ d cos θρ
=

Bρm
2
τC(θρ)

(m2
τ −m2

ρ)
2(m2

τ + 2m2
ρ)

×
{

2m2
ρ(m

2
τ −m2

ρ) +m2
τ (m2

τ − 2m2
ρ)(1 − x) , W ′

L

m2
τ

[
m2

ρ + (m2
τ − 2m2

ρ)x
]

, W ′
R

(3.33)
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(iii) ūd →W−
L,R → τ−N , τ− → π−ν

dσ

dEπ d cos θπ
= BπC(θπ) ×

{
1 − x , W ′

L

x , W ′
R

(3.34)

where mπ has been set to zero in the last computation. In all the above expressions,
B is the relevant τ branching ratio,

C(θ) ≡ πα2√s (1 + cos θ)2

24 sin4 θW [(m2
W − s)2 + Γ2

Wm2
W ]

, (3.35)

and x ≡ 2E/
√
s, where E is the energy of the final state negatively charged particle.

There is a simple way to rederive the form of Eq. (3.34) for ūd→ W ′−
L,R → τ−N ,

τ− → π−ν. Choose the quantization axis of the τ -spin to lie along the z-axis. Let
k be the four-momentum of the π in the rest frame of the τ . Then, setting mπ = 0,

k = 1
2mτ (1; sin θ, 0, cos θ). Now, boost to a frame where the τ is moving along ẑ̂ẑz

with velocity v. In this frame,

Eπ = 1
2γmτ (1 + v cos θ) ,

Eτ = γmτ ,
(3.36)

where γ ≡ (1 − v2)1/2 and

x ≡ Eπ

Eτ
= 1

2(1 + v cos θ) −→ cos2 1
2θ (3.37)

as v → 1. But, using Eq. (1.25), we know that the decay rate for τ−(λ) → π−ν is

Γ(τ−(λ) → πν) ∝ |d1/2
λ,1/2(θ)|

2 =





cos2 θ
2 , λ = +1

2

sin2 θ
2 , λ = −1

2

(3.38)

which corresponds to pion energy distributions of x and 1 − x, respectively, in
agreement with the previously quoted result.

This result also has a simple physical interpretation. The τ− is either left or
right-handed depending on whether it came from W ′

L or W ′
R. But the neutrino

emitted in τ− decay is always left-handed. Thus, because the π is spinless, conser-
vation of angular momentum implies that the π is emitted preferentially forward
in the case of W ′

R decay and backward in the case of W ′
L decay. This is illustrated

in the figure below.
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The arrows above the τ and ν denote helicity. Angular momentum conservation

implies that the configurations shown above are the ones favored. Therefore, in
the ūd CM-frame, the energy spectrum of the π is harder in WR decay and softer

in WL decay.

Finally, one must convolute the partonic cross-sections given above with parton

distribution functions to obtain predictions for the energy distributions of τ -lepton

decay products in the laboratory frame. The computations of Ref. [106] show that
it may be possible to distinguish between W ′

L and W ′
R on the basis of their τ -decay

spectra.

CODA

In these lectures, I presented an introduction to spin formalism and illustrated

its use in a number of examples of searches for new physics beyond the Standard
Model at future colliders. I have only touched the surface; many important topics

have been omitted. Some of the important applications not included in these
lectures involve the search for evidence of physics beyond the Standard Model in

precision measurements of top-quarks and gauge bosons. For example, a crucial

test of the Standard Model consists of checking the details of the W+W−Z and
W+W−γ vertices

[107]
. Similarly, it may be possible to see hints of non-Standard

Model effects in tt̄ couplings to γ and/or Z
[108]

. In both cases, one can search

for anomalous moments, CP-violating form-factors, evidence for form-factors, etc.

Using spin information to separate out definite helicity final states could enhance

a particular signal as well as help control backgrounds.

There are many other precision tests of electroweak theory and QCD which

become available with polarized beams and/or spin analysis of final state parti-
cles. Some of these have been addressed in other lectures presented at this summer

school. Another method for searching for evidence of new physics is to detect the

presence of four-fermion operators, which would be remnants of new physics at a
higher energy scale

[109]
. There are many such operators possible. These could be de-

tected at a future hadron supercollider if deviations are seen from Standard Model
predictions in two-jet and/or Drell-Yan cross-sections (to give just two examples).

The ability to separate out the definite helicity properties of such operators (if they
exist) would play a crucial role in trying to interpret their origin.

The discovery of new physics beyond the Standard Model hopefully lies ahead
in the not too distant future. In the first decade of the third millennium, powerful

supercolliders will be ready to fully explore the TeV-energy scale and reveal its

secrets. Once deviations from the Standard Model are found, the challenge to
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theorists and experimentalists will be to interpret the results and build a new
Standard Model of particle physics. Spin techniques will surely play an important

role in unraveling the true nature of TeV-scale physics. We have only just begun
to explore its power.
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