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L,R  Coupling and the SM prediction:Zbb̄

Background:  A persistent discrepancy in  couplingZbb̄

show, dominantly arises from tt̄ production where the top pair decays di-leptonically. A
key feature of this background is that the di-leptonic final state is equally comprised of
same- and different-flavor leptons. In contrast, the signal is of course only comprised of
same-flavor leptons. This allows us to subtract the tt̄ contribution at the expense of some
statistical uncertainty which can be controlled by optimizing kinematic selection cuts to
reduce this background as much as possible.

This paper is organized as follows. In section 2, we describe the theoretical framework,
define the charge asymmetry observable, and describe its features including its dependence
on the Zbb̄ couplings. Then, in section 3, we discuss the signal and the composition of the
background, describe the selection cuts, give details about the salient features of the anal-
ysis, and discuss the statistical, theoretical, and experimental systematic uncertainties and
their treatment. In that section, we also identify di-leptonically decaying tt̄ pair production
as the largest background and discuss its subtraction using the different-flavor control re-
gion. The results of this analysis are shown in section 4. There, we compare the asymmetry
without and with tt̄ subtraction and show that the former is limited by the theory and the
latter by statistics and thus benefits from larger datasets. To this end, we compare dif-
ferent integrated luminosity scenarios and show the effect of improving the charge-tagging
efficiency. Finally, we conclude in section 5 with a summary of our main findings, possible
issues and future proposals. Numerical fit results are documented in tables and figures in
the appendices.

2 Theoretical framework

Deviations from the SM couplings of the fermions to the Z boson can be parametrized as
follows,

LZff =

s
8GF m2

Z
p

2

X

�

�
gsm
f,� + �gf,�

�
f̄� /Zf� , (2.1)

where the sum is over chiralities, � = L, R of the fermion, f . The coupling gsm
f,� is the SM

one and includes loop corrections while �gf,� only contains BSM contributions. Thus, in
the  framework, the modifier of the SM coupling is given by f,� = 1 + �gf,�/gsm

f,�. In the
SM, the tree level left- and right-handed couplings are given by,

gsm
f,L =

�
T 3

f � sin2 ✓W Qf

�
, gsm

f,R = � sin2 ✓W Qf , (2.2)

where GF is the Fermi constant, ✓W is the weak mixing angle, and T 3
f = ±1/2 and Qf are

the weak isospin and electric charge of the fermion, respectively. In this work, our focus
is on the coupling of the Z to b-quarks and the deviations from the SM couplings �gb,�

can, for example, be generated by dimension-six operators in the Standard Model effective
field theory (SMEFT) [31, 32]. In the Warsaw basis [32], the relevant terms in the effective
Lagrangian are,

L � c(1)
'q,i (Qi�

µQi)(iH
†$
DµH) + c(3)

'q,i (Qi�
a�µQi)(iH

†$
Da

µH) + c'd,i (di�
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†$
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(2.3)
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Figure 1. Representative Feynman diagrams for pp ! bb̄`+`�. Here, ` represents an electron or a
muon. In the rightmost diagram, the electroweak gauge bosons do not couple to the b-quarks and
thus, this will contribute to the background, see text for more details.

where Qi is the left-handed SU(2) quark doublet and di is the right-handed down-quark.
In both cases, the subscript i denotes the quark flavor. Note that we only consider flavor-
diagonal operators in the mass eigenbasis. The left-right-acting derivatives are defined in
the usual way as

$
Dµ ⌘

!
Dµ �

⇥ 
Dµ

⇤† and
$
Da

µ ⌘ �a
!
Dµ �

⇥ 
Dµ

⇤†
�a, where �a are the Pauli

matrices. Note that the Wilson coefficients, ci, are dimensionful via their dependence on
the SMEFT scale, ⇤ which can be interpreted as the scale at which new particles generate
the effective operators. With these conventions, the induced deviations in the Zbb̄ couplings
read [33],

�gb,L = �
1

2
p

2GF

⇣
c(1)
'q,3 + c(3)

'q,3

⌘
, �gb,R = �

1

2
p

2GF
c'd,3 . (2.4)

In addition, there are flavor-universal contributions that arise from field redefinitions of
the gauge bosons that are necessary to canonically normalize their kinetic terms. These
contributions are given in the Warsaw basis in appendix A of ref. [30] and we omit them here
since they are better constrained by other observables, see for example [30]. Furthermore,
contributions from dipole operators are suppressed by the b-quark mass at leading order in
the 1/⇤ expansion and can therefore be neglected. Finally, four-fermion operators could
interfere with the SM amplitude but this interference is suppressed by m2

``/⇤2 which is
O(1%) for ⇤ = 1 TeV.

The strongest constraints on the Zbb̄ couplings are derived from global fits to LEP
measurements, i.e. precision electroweak measurements. They are mostly driven by the on-
shell region where the cross-section depends on the squares of the couplings. As mentioned
in the introduction, we will leverage the fact that in hadron colliders there are sufficient
events in the off-shell region. Specifically, the interference between the amplitudes mediated
by the Z boson and the photon affords us sensitivity to deviations that linearly depend on
the Z couplings. The process we focus on in this paper is pp ! bb̄`+`� where di-lepton
pair in the final state is mediated by a Z boson or a photon. Representative Feynman
diagrams for this process are shown in figure 1 where the left and middle diagrams represent
signal processes while the right diagram represents a background process. However, such a
background that is due to gluon splitting can be reduced to a subdominant level as shown
in the next section since the kinematics of the resulting b-quark pair are quite distinct from
the signal.
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The anomalous Zbb̄ couplings: From LEP to LHC
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The bottom quark forward-backward asymmetry (Ab
FB) data at LEP exhibits a long-standing

discrepancy with the standard model prediction. We propose a novel method to probe the Zbb̄
interactions through gg ! Zh production at the LHC, which is sensitive to the axial-vector compo-
nent of the Zbb̄ couplings. The apparent degeneracy of the anomalous Zbb̄ couplings implied by the
LEP precision electroweak measurements seems to be resolved by the current 13 TeV LHC Zh data,
which is however dominated by the two data points with high transverse momentum of Z boson
whose central values are in conflict with the standard model prediction. We also show the potential
of the HL-LHC to either verify or exclude the anomalous Zbb̄ couplings observed at LEP through
measuring the Zh production rate at the HL-LHC, and this conclusion is not sensitive to possible
new physics contribution induced by top quark or Higgs boson anomalous couplings in the loop.

Introduction: The LEP and SLC experiments have
measured the Z boson couplings and found most of the
electroweak data are consistent with the standard model
(SM) predictions with a remarkable precision [1]. How-
ever, there are still some experimental results which can-
not be explained within the SM framework. A notori-
ous example is that the bottom quark forward-backward
asymmetry (Ab

FB) measured at the LEP presents a 2.5�
deviation with respect to the SM prediction [1]. As a
result, it requires some degree of tuning of the left and
right-handed Zbb̄ couplings. One class of intriguing mod-
els proposed in the literature to explain the puzzling Ab

FB
data is to allow a sizable right-handed Zbb̄ coupling, while
keeping the left-handed Zbb̄ coupling about the same as
the SM value [2–5]. Although such a large discrepancy
in Ab

FB could be an evidence of new physics (NP) be-
yond the SM, it is also important to exclude the pos-
sibility that it was caused by statistical fluctuation or
some subtle systematic errors in experiments. Resolving
this puzzle has became one of the core tasks of the next
generation lepton colliders, e.g. CEPC, ILC, CLIC and
FCC-ee, which has received much attention by the high
energy physics community [6–9]. It has been shown that
the Zbb̄ anomalous couplings could be well constrained at
the future lepton colliders [8]. However, a direct measure-
ment of the Zbb̄ couplings at the Large Hadron Collider
(LHC) is often ignored in the literature due to the huge
backgrounds for detecting the Z boson decaying into a
bottom quark and antiquark pair, i.e., Z ! bb̄ or Zb
associated production [10, 11].

In this Letter, we propose a novel method to probe
the Zbb̄ couplings through the associated production of
Z and Higgs boson (h) via gg ! Zh at the LHC. The
Zbb̄ couplings contribute to the Zh associated produc-
tion through bottom quark loop e↵ects in gluon fusion
channel, cf. Fig. 1. This process has been widely used to
constrain the top quark anomalous couplings, e.g. Ztt̄,
htt̄, and it has been shown to be sensitive to many NP ef-

Z

h

g

g
b

Z

h

g

g
t

Z

h

g

g
t

FIG. 1. Illustrative Feynman diagrams of gg ! Zh produc-
tion at the LHC.

fects [12–22]. For the first time, we demonstrate that this
process can also be used to constrain the bottom quark
anomalous couplings and to resolve the Ab

FB puzzle.
Owing to charge conjugation invariance, the Z-boson

couples only axially to the internal quarks in the loop of
diagrams shown in Fig. 1, so that the contribution from
a mass-degenerate weak doublet of quarks vanishes. It
is worthwhile noting that this conclusion will not be in-
fluenced by higher order QCD corrections, because QCD
theory preserves vector current conservation due to the
symmetry of parity [23–26]. Such property leads to the
conclusion that the gg ! Zh production in the SM
would only be sensitive to physics of the third generation
quarks, i.e, the bottom and top quarks. Furthermore,
as to be shown below, the contribution from the bottom
quark is comparable to the top quark in gg ! Zh produc-
tion. Therefore, such process could be used to probe the
axial-vector component of the Zbb̄ interaction at hadron
colliders.
The main di�culty of measuring the Zbb̄ couplings at

the LHC via gg ! Zh process comes from the contami-
nation of the top quark contribution in the loop. One can
combine the other measurements at the LHC to constrain
the top quark anomalous couplings, e.g. Ztt̄ and htt̄ cou-
plings [27–32]. In this letter, we demonstrate that one
could determine the Zbb̄ couplings through detecting Zh
associated production at the LHC, and the results are not
sensitive to the top quark nor the Higgs boson anomalous
couplings. Furthermore, we show that the implication of
the Ab

FB data at LEP can either be verified or excluded if
the central value of the signal strength is found to be less
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Asymmetric observable: 

• In the  limit, the -mediated channel:

;  

Chirality of the coupling { } flips with helicity/charge flipping 
(* helicity is even harder to determine):
  

So, { } asymmetry <=> { } charge asymmetric observable

mb → 0 Z
gL → bL, b̄R → b( − ), b̄( + ) gR → bR, b̄L → b( + ), b̄( − )

gL, gR

ℳ−+
L (b, b̄) = ℳ−+

R (b̄, b)

gL, gR b, b̄

Symmetric cross section:

•  

• Systematics dominant (>2-3%) not competitive with LEP (0.3%)

σinc ∝ g2
L + g2

R

b̄

b

!+

g

g
!−

Z/γ
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• Similar to the LEP process: Polarisation summed : |ℳ | 2(ℓ−ℓ+ → Z*/γ* → bb̄)

assuming a further signal acceptance ✏acc = 45% with no background. The predicted
asymmetry assuming a charge tagging efficiency "charge = 0.65 gives

Apredicted = (2✏
f � 1) ·Aparton = �(10.5⇥ 10

�3
)SM � (13.5⇥ 10

�4
)(
�gQ,L

gQ,L
� �gq,R

gq,R
) (3.5)

With this simple approximation, the predicted asymmetric measure from the on-shell Z-
decay could constrain an ⇠ 30% deviation in the concerned combination of couplings shown
in Eqn.3.5.

But then why limiting ourselves on the Z-mass shell, given the large statistics expected
at the HL-LHC, and a well-measured m``? Thus in the following we dive into the off-shell
region and make a general and more careful analysis including background and interference
effects, across the m`` spectra. The on-shell bound approximated in this section would also
be understood and better estimated.

4 Off the Z Mass Shell: Parton Level Analysis

Into the offshell region, the cross section from pure Z-mediated diagram may not be the
dominant contribution, nevertheless the asymmetry measure still offer sensitivity to the
asymmetric coupling combination terms. Unlike at the LHCb, where the off-shell mbb̄

region is dominated in cross section with QCD background, even in �AFB NLO-QCD con-
tamination stemming from initial quark/anti-quark PDF asymmetry is larger than the
Z-mediated signal in the qq̄ > bb̄ channel. Instead, for bb̄`

�
`
+ process at the LHC, the

Z-mediated signal contribution is dominant except near the soft photon pole around below
60 GeV m``, and with a Z-photon interference contribution sizable in intermediate regions
and give additional constraints on linear combination of the couplings.

4.1 Coupling gL, gR Dependence for gg ! bb̄`
�
`
+

Same as in the Drell-yan case, the electroweak propagator contribution can be factored out
as functions of

p
s (m`` here), and further into {gL, gR} symmetric and anti-symmetric piece

(in the massless b limit) which contributes to the {b and b̄} symmetric and anti-symmetric
observable, respectively. Note that the latter do not contribute to the total cross section,
since it vanish after integrating both b and b̄ over the entire phase space. We can thus write
the polarization-summed matrix element square in the following decomposition:
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• After integrating over gluons, the { } asymmetric term is proportional to,gL, gR

anti-symmetric term thus vanish, in another word, the gL � gR and g
2
L � g

2
R contribution

are only probed by b-charge differentiating observable, or optimally, b-charge asymmetric
observable.

In the the e
�
e
+
(qq̄) ! bb̄ processes, AFB is the relative event rate difference N+�N�

N++N�

with the sign as sign(cos ✓), and ✓ is defined as the angle between the charged b-jet and the
initial state e

� (q) in the center of mass frame. Correspondingly to the Zbb̄ and Z``(qq̄)

chiral couplings, these angles are coefficients to the "LR anti-symmetric" term g
2
L�g

2
R in the

amplitude-square, which depends on the external 4-momenta as (pb � pb̄).(pe�(q) � pe+(q̄))

in the Lorentz-invariant form.
Now we define a similar observable "A" for our gg ! bb̄l

�
l
+ process to extract the

gb,L, gb,R asymmetric term. In the Z (or another interfering propagator, which could be
photon in our further consideration) rest frame which produces the m`` system, the corre-
sponding AFB would be proportional to (qb � qb̄).(pl� � pl+). Note that the qb(b̄) are no
longer the measured 4-momenta of external b’s. In terms of the external momenta involved
in the processes, the contributing terms given different diagrams include,

((pg1 � pb)� (pg2 � pb̄)).(pl� � pl+),

((pg1 + pg2 � pb)� (�pb̄)).(pl� � pl+),

((pg1 + pg2 � pb̄)� (�pb)).(pl� � pl+).

(2.1)

For example, the dominant t-channel contribution as shown in the left of Fig. 2 contributes
to the first kind. After however summing over the initial state gluon pg1,2 momenta, the
corresponding AFB observable in our case are left with the same Lorentz invariant form
(pb�pb̄).(pl��pl+). 4 For the bb̄`�`+ final states, we thus take cos �b`� for our asymmetric
observable, where angle  �b`� (cos and  in the following) is defined in the m`` rest frame
between ~pb � ~pb̄ and ~pl� . Through the argument, we can see that  is the corresponding
forward-backward angle exactly as cos ✓ in the LEP/Tevatron/LHCb analysis with respect
to the chiral coupling gL, gR asymmetry. Similarly we define the asymmetric measure by
the sign of cos ,

A =
N(cos < 0)�N(cos > 0)

N(cos < 0) +N(cos > 0
. (2.2)

Writing the coupling dependence explicitly with the symmetric and anti-symmetric
(vanish in inclusive rate) part, we have the general form of double differential distribution,

d�

dm``d cos 
=
�
A+B(gL + gR) + C(g

2
L + g

2
R)

�

+
�
D + E(gL � gR) + F (g

2
L � g

2
R)

�
cos ,

(2.3)

including a possible interference term (linear in couplings) with the Z-mediated signal
channel. Move maybe to later section: identifying with the same coefficients given later in

4
This simplified argument could quickly be verified with the full matrix element square amplitude, after

summing over the external polarisation and symmetrizing over the two gluon momenta with respect to the

beam. Indeed it can be verified that the Lorentz invariant (pb � pb̄).(pl� � pl+) proportional terms are

the only surviving contribution to the {gL, gR} anti-symmetric coefficients ("gL � gR" or "g2L � g2R") in the

massless external fermions assumption.
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• Define Asym in the  rest frame:  between  and 
:  whether  is closer to (Forward) direction

Z* (mℓℓ) sign(cosψ) ⃗pb − ⃗pb̄ ⃗pℓ−

sign(cosψ) b/b̄ ℓ−

b

b̄

!+

!−

ψ
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Here pi are the 4-momenta of the final state particle i, and the symmetric and anti-
symmetric piece satisfy,

MS(pb, pb̄, p`� , p`+) = MS(pb̄, pb, p`� , p`+),

MA(pb, pb̄, p`� , p`+) = �MA(pb̄, pb, p`� , p`+).
(4.2)

Writing separately the �, Z and interference contribution at LO, the m``-differential cross
section thus reads,
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The LR-asymmetric contribution reads,
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Here F (m``) and G(m``) contains the common factor from integrating over rest of the phase
space d.o.f. The asymmetry assuming no additional background reads,

A(m``) =
d�

A
tot

d�tot
=

d�
A
� + d�

A
Z + d�

A
int

d�� + d�Z + d�int
, (4.5)

summing contribution over the three channels.
The differential cross section with the �, Z and their interference contribution, as func-

tion of m`` are shown in Fig. 3, with the dotted data from per 10 GeV bin LO MadGraph
simulation, matching the prediction well after fitting only with the total distribution to
achieve the overall factor F (m``) and G(m``). We see that the asymmetry crosses zero
where the quadratic and linear contribution cancel each other out at around 84 GeV for the
SM gL, gR coupling values, which can be derived from analytic expression Eqn. 4.1, and
the crossing value holds well at parton level simulation and is stable even after shower and
detector effects, which will be shown in the following sections.

4.2 Background process contribution

For simulation, we do a scan over 35-125 GeV m`` range, with analysis of the sizeable
background contribution, symmetric (cross section) and asymmetric observable and error
estimate in each bin. Basic selection cuts are,

pT (b) > 20 GeV, pT (`) > 5 GeV, |⌘(b, `)| > 2.5, �Rbb̄,``,b` > 0.4;

MET < 20 GeV (for removing tt̄).
(4.6)
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Here pi are the 4-momenta of the final state particle i, and the symmetric and anti-
symmetric piece satisfy,
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Here F (m``) and G(m``) contains the common factor from integrating over rest of the phase
space d.o.f. The asymmetry assuming no additional background reads,

A(m``) =
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A
tot

d�tot
=
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� + d�
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A
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, (4.5)

summing contribution over the three channels.
The differential cross section with the �, Z and their interference contribution, as func-

tion of m`` are shown in Fig. 3, with the dotted data from per 10 GeV bin LO MadGraph
simulation, matching the prediction well after fitting only with the total distribution to
achieve the overall factor F (m``) and G(m``). We see that the asymmetry crosses zero
where the quadratic and linear contribution cancel each other out at around 84 GeV for the
SM gL, gR coupling values, which can be derived from analytic expression Eqn. 4.1, and
the crossing value holds well at parton level simulation and is stable even after shower and
detector effects, which will be shown in the following sections.

4.2 Background process contribution

For simulation, we do a scan over 35-125 GeV m`` range, with analysis of the sizeable
background contribution, symmetric (cross section) and asymmetric observable and error
estimate in each bin. Basic selection cuts are,

pT (b) > 20 GeV, pT (`) > 5 GeV, |⌘(b, `)| > 2.5, �Rbb̄,``,b` > 0.4;

MET < 20 GeV (for removing tt̄).
(4.6)
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 and int contribution γ, Z gg → Zbb̄, Z → ℓ−ℓ+

Here pi are the 4-momenta of the final state particle i, and the symmetric and anti-
symmetric piece satisfy,
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The LR-asymmetric contribution reads,
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Here F (m``) and G(m``) contains the common factor from integrating over rest of the phase
space d.o.f. The asymmetry assuming no additional background reads,

A(m``) =
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A
tot

d�tot
=
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� + d�
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A
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d�� + d�Z + d�int
, (4.5)

summing contribution over the three channels.
The differential cross section with the �, Z and their interference contribution, as func-

tion of m`` are shown in Fig. 3, with the dotted data from per 10 GeV bin LO MadGraph
simulation, matching the prediction well after fitting only with the total distribution to
achieve the overall factor F (m``) and G(m``). We see that the asymmetry crosses zero
where the quadratic and linear contribution cancel each other out at around 84 GeV for the
SM gL, gR coupling values, which can be derived from analytic expression Eqn. 4.1, and
the crossing value holds well at parton level simulation and is stable even after shower and
detector effects, which will be shown in the following sections.

4.2 Background process contribution

For simulation, we do a scan over 35-125 GeV m`` range, with analysis of the sizeable
background contribution, symmetric (cross section) and asymmetric observable and error
estimate in each bin. Basic selection cuts are,

pT (b) > 20 GeV, pT (`) > 5 GeV, |⌘(b, `)| > 2.5, �Rbb̄,``,b` > 0.4;

MET < 20 GeV (for removing tt̄).
(4.6)
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Figure 3. The differential cross section and AFB from the Z, � and interfering term in gg ! bb̄`
�
`
+

process. With the dotted data from MG 10 GeV bin simulation. Overall polynomial function F (m``)

and G(m``) with mild dependence on m`` are applied only to fit the total curves. The ratio among
channel contribution without resorting to the overall functions also match well with data, as can
be deduced from these plots.

Figure 4. The cross section (a) and asymmetric (b) observable over the interested m`` range at
parton level with basic selection cuts defined in Eqn 4.6, for the individual signal and dominant
background processes. (c) shows the absolute Asymmetric cross section �

A for the different channels,
displaying the relative size of �

A
tot contribution when adding them together. The cc̄`` process is

reweighted with a factor of 0.0178 in the total cross section, to account for its loss from double
b-tagging ((0.1/0.75)2) compared to the other non-fakes. Note that the magenta line qq̄ ! bb̄``

process is mostly from qq̄ ! g
⇤
Z/�, (g

⇤ ! bb̄, Z/� ! ``) contribution and background like.

Fakes such as jj``, cc̄`` from the same topology contributes the same way as our signal.
For the light jets jj`` and cc̄`` processes, we assume a mis-tagging efficiency of 1% and 10%
for j ! b and c ! b respectively, over our selected parton level. Inclusively the jj``=139
pb, where cc̄``=3.1 pb, c(c̄)q``=13.8 pb, here q = g, u, d, s, ū, d̄, s̄ and j includes c as well.
They are dominated by the Z-pole contribution, and adding a mis-tagging efficiency, their
contribution become negligible compared to the bb̄`` signal, on or off-Z-mass shell in our
estimate.

Z``, Z ! bb̄ process comes in at one higher EW order but gets resonance enhancement
around Z mass. It contributes about 2% in total cross section thourgh out the on/off-shell
region, and about -4% to the Asymmetric observable.

There is also the sizeable contribution from a leptonic decay of the tt̄ process. It could be
reduced by missing ET cut, with MET< 20 GeV and the same jets and leptons requirement,
it still contributes about 0.28 pb at LO in our interested range of 35 < m`` < 125 GeV
range. Additionally, it contribute sizeably to the asymmetric observable, due to the decay
structure. The signal and these sizeable background contribution are presented in fig. 4
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• Off-shell through  spectramℓℓ
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Simulation and Fits
• Benchmark fit  with LO simulation

 
pp → bb̄ℓ−ℓ+

σ = A + B(gL + gR) + C(g2
L + g2

R)
σA = D + E(gL + gR) + F(g2

L + g2
R)

������
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• Total Asymmetry contribution
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• (Charge) Tagging efficiency:

• Parton analysis for 10 GeV bin from 35-125 GeV:  σ, σA, A

4.3 Error Estimation and Additional Effects

Cross section with tt̄ (DF) subtraction, then a ratio or m`` side band fitting, may fur-
ther reduce the systematics in the cross section measure to sub-percent level.? Making
it comparable to LEP? Starting with the large production rate of the process we mainly
suffer from systematic error in the cross section measure. Dominant contribution come
from scale variation and PDF uncertainty. At LO, a scale variation profiling the five
scale choices {(µR, µF )} = {(0.5, 1), (1, 0.5), (1, 1), (2, 1), (1, 2)} leading to �

�20%
+30% devi-

ation from the central value is present in each 10 GeV bin we evaluate, where a PDF
uncertainty of about 3% is present. When we take the ratio of cross sections, such as
�{55<m``<65 (GeV)}
�{85<m``<95 (GeV)}

and �{55<m``<65 (GeV)}
�{35<m``<45 (GeV)}

, the corresponding scale uncertainty is reduced to

manageable level of about R
�2.6%
+2.2% and R

�1.5%
+2.0% for the two example respectively. PDF is

further reduced by order of magnitude and negligible in comparison. The statistic er-
ror is assumed by taking a signal selection efficiency of ✏

S
= 10% from parton level es-

timates, and is at 1/

p
30 fb⇥ 3000 fb

�1 ⇥ 10% = 1% level even in the smallest bin of
{55 < m`` < 65 (GeV)}. Combing the systematic and statitsic errors, we thus expect
. 3% uncertainty on the ratio observable. This puts better constraints mostly on g

2
L + g

2
R,

similarly to a side-band fitting to the Z-pole signal. This is however still far from being
competitive to the LEP R measurement, as shown in our Fig. 2 with the two ratios.

For the asymmetric observable analysis per bin, we summarise the results and estimate
in figure 4 and also the dominant contribution in table. 2. Irreducible background come
from qq̄� initiated process. Additional background contribution from mis-tagged jj``,
cc̄`` processes and the large tt̄ leptonic decay. Combining the contribution, the observed
asymmetry become,

Aobs = (2"charge � 1)Ap = (2"charge � 1)
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where the �c, Ac denotes the cross section and asymmetry from each contributing channel.
Aobs is the observed asymmetry, diluted from the parton level prediction Ap by the charge-
tagging efficiency factor for the bottom jets. 5

The predicted statistic error on asymmetric observable are calculated with (Haisch2019)
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4.3 Error Estimation and Additional Effects
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ther reduce the systematics in the cross section measure to sub-percent level.? Making
it comparable to LEP? Starting with the large production rate of the process we mainly
suffer from systematic error in the cross section measure. Dominant contribution come
from scale variation and PDF uncertainty. At LO, a scale variation profiling the five
scale choices {(µR, µF )} = {(0.5, 1), (1, 0.5), (1, 1), (2, 1), (1, 2)} leading to �

�20%
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ation from the central value is present in each 10 GeV bin we evaluate, where a PDF
uncertainty of about 3% is present. When we take the ratio of cross sections, such as
�{55<m``<65 (GeV)}
�{85<m``<95 (GeV)}
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+2.2% and R
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+2.0% for the two example respectively. PDF is
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• Basic Selection Cuts:

m`` (GeV) 35-45 45-55 55-65 65-75
�pp 4.93 3.75 3.65 5.12
�tt̄ 16.00 20.53 21.81 19.11
Asig -0.036 -0.060 -0.082 -0.052

Asig �sig -0.179 -0.226 -0.301 -0.269
Att̄ 0.254 0.273 0.299 0.340

Att̄ �tt̄ 4.060 5.596 6.525 6.502
Ap 0.1854 0.2213 0.2444 0.2573

�Astat 0.0039 0.0036 0.0035 0.0036
�Astat/Aobs 7.1% 5.4% 4.8% 4.6%
�Astat/A

tot
sig 153.1% 129.7% 99.1% 107.8%

Table 3. LO Cross section in [fb] with full detector simulation at HL-LHC, Asymmetric observable
measure, and Error Estimate per 10 GeV bin showing the dominant processes. See details of
definition in the text. Note, MC statistical error is about ±10% on the asymmetry given 10k total
events (after cuts) in each bin.

in the jet flavor. At reconstruction level, pT,bjet > 20, p` > 10 GeV and |⌘|bjet,` < 2.5, and
MET>30 GeV (for reducing tt̄ background) are further applied and at least one b� jet and
a lepton pair with opposite charge and same flavor are required. 6

As in the parton level, we maximise our sensitivity to the asymmetric pieces through
binning over m``, where Z-mediating, Z�� interfering and �-mediating terms have different
functional form of dependence on the couplings. Again we take 10-GeV binning from 35-125
GeV. We list in the following table 3 the two processes at the detector simulation level. As
we can read from, the sensitivity on the a SM signal asymmetry become about XX% in
each beam. The moderate MET requirement of less than 30 GeV reduce the tt̄ by about
10 times in most bins while reducing signal by about 25%, while keeping the asymmetry
about the same.

Now instead of taking the analytic expression for the ratios between the three terms as
in the parton level case, we now extract coefficients completely from a fit from simulation
data, with the basic assumption that the leading order functional form of quadratic, linear
and constant coupling dependence remain valid. 7 Thus for the pp ! bb̄`` signal, 7
benchmarks with different gL, gR coupling values taken around the 0,0 point as well as the
SM value are generated for a 5-parameter polynomial fit for the cross section A+ B(gL +

gR) + C(g
2
L + g

2
R) and asymmetric cross section E(gL � gR) + F (g

2
L � g

2
R) in each bin,

according to the corresponding Eqn. 4.1 8. The numerical fit results are listed in the

6
The cuts are set to be as inclusive as the trigger requirement allows which is taken reference from the

current ATLAS V h analysis with the same final states [19].
7
Validity of this coupling dependence is trivial for the inclusive cross sections. It should likewise hold

for the asymmetry observable, as long as the shower and detector efficiency are charge-sign insensitive/

symmetric. Indeed we test with a constant term in the asymmetric fit function, and gets consistently zero

in each bin, well within monte carlo error.
8
There is also a small fraction from a qq̄-initiated production where the bb̄ is from gluon splitting and

thus independent of the Zbb̄ coupling as well. In parton level we separate it as background, here it is fitted
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Figure 3. The differential cross section and AFB from the Z, � and interfering term in gg ! bb̄`
�
`
+

process. With the dotted data from MG 10 GeV bin simulation. Overall polynomial function F (m``)

and G(m``) with mild dependence on m`` are applied only to fit the total curves. The ratio among
channel contribution without resorting to the overall functions also match well with data, as can
be deduced from these plots.

Figure 4. The cross section (a) and asymmetric (b) observable over the interested m`` range at
parton level with basic selection cuts defined in Eqn 4.6, for the individual signal and dominant
background processes. (c) shows the absolute Asymmetric cross section �

A for the different channels,
displaying the relative size of �

A
tot contribution when adding them together. The cc̄`` process is

reweighted with a factor of 0.0178 in the total cross section, to account for its loss from double
b-tagging ((0.1/0.75)2) compared to the other non-fakes. Note that the magenta line qq̄ ! bb̄``

process is mostly from qq̄ ! g
⇤
Z/�, (g

⇤ ! bb̄, Z/� ! ``) contribution and background like.

Fakes such as jj``, cc̄`` from the same topology contributes the same way as our signal.
For the light jets jj`` and cc̄`` processes, we assume a mis-tagging efficiency of 1% and 10%
for j ! b and c ! b respectively, over our selected parton level. Inclusively the jj``=139
pb, where cc̄``=3.1 pb, c(c̄)q``=13.8 pb, here q = g, u, d, s, ū, d̄, s̄ and j includes c as well.
They are dominated by the Z-pole contribution, and adding a mis-tagging efficiency, their
contribution become negligible compared to the bb̄`` signal, on or off-Z-mass shell in our
estimate.

Z``, Z ! bb̄ process comes in at one higher EW order but gets resonance enhancement
around Z mass. It contributes about 2% in total cross section thourgh out the on/off-shell
region, and about -4% to the Asymmetric observable.

There is also the sizeable contribution from a leptonic decay of the tt̄ process. It could be
reduced by missing ET cut, with MET< 20 GeV and the same jets and leptons requirement,
it still contributes about 0.28 pb at LO in our interested range of 35 < m`` < 125 GeV
range. Additionally, it contribute sizeably to the asymmetric observable, due to the decay
structure. The signal and these sizeable background contribution are presented in fig. 4
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 same flavor decay background is non-negligible!tt̄



Statistic error and results: Atot

Figure 5. Left plot shows the combined constraints from the five low bin combined (35-75 GeV),
the one Z-pole bin (85-95 GeV) and the three high bin combined (95-125 GeV) separately. The
right plot shows the all nine bin combined constraints compared with the exisiting LEP and LHCb
constraints. 80% ✏charge charge tagging efficiency is assumed.

appendix A. Summing up the fitted gL, gR dependent pp ! bb̄`` signal and the dominant
tt̄ contribution, using the statistic uncertainty and �

2 definition as defined in Eqn. 4.7-4.9,
we get the statistic driven constraints on the gL, gR space. With a luminosity assumption
of 3 ab

�1 at the HL-LHC we show the results for the Zbb̄ differential study in Fig.5. As
seen from the left plot, the Z-pole bin, given its large cross section, is in fact offering the
most differing information from the existing experimental bounds.

6 Systematics and Results

6.1 Subtracting tt̄ and new Observable

Systematic error would be non-negligible effects and alter the results. We attempt to include
an estimate of systematics by LO scale variation which is at the level of 20� 30% at cross
section level for both channel, and 1� 2% level for asymmetric within each channel. This
large systematic error needs to be included and dealt with. To help reduce and control the
systematic error, we also introduce subtracted observable as defined below.

An alternative “subtracted asymmetric observable” instead of the full asymmetric ob-
servable including irreducible tt̄-same flavor (SF) contribution can be defined. Since the
signal has SF leptons, one can use the different-flavor (DF) “side band” to remove it at the
cost of slightly larger statistical error. Assume that the total cross-section is given by

� = �bbZ + �
sf
tt̄ (6.1)

The statistical uncertainty on the total cross-section is then

(��
stat

)
2
=

(�bbZ + �
sf
tt̄ )

2

N
(6.2)

into constant piece in the cross section and do not contribute to our asymmetry observable, thus keeping

the polinomial form valid.
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Now, let us subtract the different-flavor tt̄ contribution which is identical to the same-flavor
one up to very small corrections due to branching ratios. The subtracted cross-section �̄ is
given by

�̄ = � � �
df
tt̄ = �bbZ + �

sf
tt̄ � �

df
tt̄ ⇡ �bbZ (6.3)

and, ignoring correlations, the statistical error on it is

(��̄
stat

)
2
= ��

2
+ (��

df
tt̄ )

2
=

(�bbZ + �
sf
tt̄ )

2

N
+

�
�

df
tt̄

�2

Ntt̄
(6.4)

Again to clarify, SF denotes Zbb̄ + tt̄(SF) contribution, and DF includes only tt̄(DF),
again meaning same (SF)/different (DF) flavor for the two leptons in the final states. �+,�

SF,DF

consist of the 4 independent observable in the final state, and the total error follow the error
propagation rule with quadratic sum from each of them. For the cross section,

�̄ = �SF � �DF ⇡ �bbZ (6.5)

(��̄
stat

)
2
= (��

stat
SF )

2
+ (��

stat
DF )

2
=

�
2
SF

NSF
+

�
2
DF

NDF
(6.6)

When including systematic errors, we assume the systematic errors, dominated by theory
prediction from the two channels independent, and a theory posterior distribution close to
Gaussian, and combine the individual systematic error quadratically,

(��
sys

)
2
= (��

sys
Zbb̄

)
2
+ (��

sys
tt̄�SF)

2 (6.7)

Assuming the tt̄ (SF) and tt̄ (DF) systematic errors fully correlated, the subtracted cross
section �̄ contains systematic error only from the Zbb̄ signal as,

��̄
sys ⇡ ��

sys
bbZ � ��̄

stat
, (6.8)

which, estimated with the LO scale variation, is still an order of magnitude larger com-
pared to the statistic error, thus making the bounds from cross section measure of the Zbb̄

channel noncompetitive. The total (SF) cross section has smaller statistic error yet larger
systematic errors from the tt̄ contribution, and reduced to even weaker constraints. We
show the constraints with statistic-only and systematic included in the Fig. 6 At LO, scale
uncertainty which is about 20-30% for both the Zbb̄ and tt̄ rate estimated here dominates
the systematic uncertainty. Theory prediction including higher order QCD correction would
reduce systematic error, making PDF uncertainty relevant, which needs a careful inclusion
for a detailed future study.

For the asymmetry, the total SF -only asymmetric observable

ASF =
�
A
SF

�SF
=

AZbb̄�Zbb̄ +Att̄�tt̄

�Zbb̄ + �tt̄
(6.9)

which has statistic error,

(�A
stat
SF )

2
=

1�A
2
SF

NSF
. (6.10)

– 15 –

m`` (GeV) 35-45 45-55 55-65 65-75 75-85 85-95 95-105 105-115 115-125
�sig 0.0491 0.0313 0.0281 0.0415 0.1444 3.0298 0.2527 0.0416 0.0168
�qq 0.0085 0.0056 0.0045 0.0054 0.0164 0.3573 0.0327 0.0064 0.0030
�tt̄ 0.0279 0.0316 0.0334 0.0335 0.0324 0.0305 0.0283 0.0257 0.0232
Asig -0.080 -0.135 -0.169 -0.122 -0.022 0.052 0.097 0.144 0.179

Asig �sig -0.004 -0.004 -0.005 -0.005 -0.003 0.157 0.024 0.006 0.003
Att̄ 0.421 0.442 0.461 0.486 0.514 0.531 0.560 0.583 0.602

Att̄ �tt̄ 0.012 0.014 0.015 0.016 0.017 0.016 0.016 0.015 0.014
Ap 0.0916 0.1419 0.1613 0.1393 0.0697 0.0507 0.1285 0.2845 0.3948

�Astat 0.0029 0.0033 0.0033 0.0030 0.0020 0.0005 0.0015 0.0030 0.0038
�Astat/Aobs 10.7% 7.6% 6.8% 7.2% 9.3% 3.1% 4.0% 3.6% 3.2%
�Astat/A

tot
sig 21.3% 17.6% 15.3% 15.9% 39.3% 3.4% 6.5% 12.5% 18.2%

Table 2. LO Cross section in pb, Asymmetric observable measure, and Error Estimate per 10 GeV
bin showing the dominant processes. See details of definition in the text.

level after our parton level selection cuts, for both signal or background processes. Statistic
sensitivity on the observed asymmetry is defined as �Astat/Sobs, and a further sensitivity
on the gg-initiated signal contribution A

tot
sig = Asig ⇤ �sig/�tot can also be evaluated, which

allows for a direct extraction of uncertainty on the couplings per bin using the analytic
expression in Eqn 4.4.

The statistic sensitivity from each bin (with different dependence on the signal as well
as coupling combinations) can be further combined to a stronger constraints

�
2
=

X

I=bins

⇣
A

I
obs(gL, gR)�A

I,SM
obs

⌘2

�
�A

I
stat

�2
+
�
�A

I
syst

�2 . (4.9)

Note also that here we assume no contribution to our asymmetric observable from
QCD-NLO, nor additional new physics effects. We assume the contribution subdominant,
and omit from our LO analysis. Nevertheless they deserve further study and inclusion if a
full experimental search carried out.

From here, given that we know the exact Zbb̄ coupling dependence at LO and a relative
flat k-factor assumption would allow us already to extract our analytic bound on the g

b
L, g

b
R

space, exactly as we did the fitting with LEP and LHCb bound in Fig.1.

5 Realistic Simulation and Fit on gL, gR

To take into account parton shower, hadronization and detector effects, we deploy the full
simulation chain consisting of MadGraph, Pythia8[17] and Delphes3 [18]. Generator level
cuts at pT > 20 GeV, |⌘| < 2.7, MET<70 GeV (for tt̄ statistics) is applied, NNPDF31
(lhapdfid=320500 is used for the 4-flavor simulation and lhapdfid=XXX for the full 5-
flavor simulation). After showering and detector effects jet reconstruction and selection
uses Fastjet with jet radius R = 0.4. The other detector setting follows the default HL-
LHC Delphes card, while the charge information is set from the heaviest parton identified
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When including systematic errors, we assume the systematic errors, dominated by theory
prediction from the two channels independent, and a theory posterior distribution close to
Gaussian, and combine the individual systematic error quadratically,
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Assuming the tt̄ (SF) and tt̄ (DF) systematic errors fully correlated, the subtracted cross
section �̄ contains systematic error only from the Zbb̄ signal as,
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which, estimated with the LO scale variation, is still an order of magnitude larger com-
pared to the statistic error, thus making the bounds from cross section measure of the Zbb̄

channel noncompetitive. The total (SF) cross section has smaller statistic error yet larger
systematic errors from the tt̄ contribution, and reduced to even weaker constraints. We
show the constraints with statistic-only and systematic included in the Fig. 6 At LO, scale
uncertainty which is about 20-30% for both the Zbb̄ and tt̄ rate estimated here dominates
the systematic uncertainty. Theory prediction including higher order QCD correction would
reduce systematic error, making PDF uncertainty relevant, which needs a careful inclusion
for a detailed future study.

For the asymmetry, the total SF -only asymmetric observable
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Alternative observable: subtracting  (DF)tt̄

Now, let us subtract the different-flavor tt̄ contribution which is identical to the same-flavor
one up to very small corrections due to branching ratios. The subtracted cross-section �̄ is
given by
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Again to clarify, SF denotes Zbb̄ + tt̄(SF) contribution, and DF includes only tt̄(DF),
again meaning same (SF)/different (DF) flavor for the two leptons in the final states. �+,�
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propagation rule with quadratic sum from each of them. For the cross section,
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When including systematic errors, we assume the systematic errors, dominated by theory
prediction from the two channels independent, and a theory posterior distribution close to
Gaussian, and combine the individual systematic error quadratically,

(��
sys

)
2
= (��

sys
Zbb̄

)
2
+ (��

sys
tt̄�SF)

2 (6.7)

Assuming the tt̄ (SF) and tt̄ (DF) systematic errors fully correlated, the subtracted cross
section �̄ contains systematic error only from the Zbb̄ signal as,
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which, estimated with the LO scale variation, is still an order of magnitude larger com-
pared to the statistic error, thus making the bounds from cross section measure of the Zbb̄

channel noncompetitive. The total (SF) cross section has smaller statistic error yet larger
systematic errors from the tt̄ contribution, and reduced to even weaker constraints. We
show the constraints with statistic-only and systematic included in the Fig. 6 At LO, scale
uncertainty which is about 20-30% for both the Zbb̄ and tt̄ rate estimated here dominates
the systematic uncertainty. Theory prediction including higher order QCD correction would
reduce systematic error, making PDF uncertainty relevant, which needs a careful inclusion
for a detailed future study.

For the asymmetry, the total SF -only asymmetric observable
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again meaning same (SF)/different (DF) flavor for the two leptons in the final states. �+,�
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consist of the 4 independent observable in the final state, and the total error follow the error
propagation rule with quadratic sum from each of them. For the cross section,
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When including systematic errors, we assume the systematic errors, dominated by theory
prediction from the two channels independent, and a theory posterior distribution close to
Gaussian, and combine the individual systematic error quadratically,
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Assuming the tt̄ (SF) and tt̄ (DF) systematic errors fully correlated, the subtracted cross
section �̄ contains systematic error only from the Zbb̄ signal as,
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which, estimated with the LO scale variation, is still an order of magnitude larger com-
pared to the statistic error, thus making the bounds from cross section measure of the Zbb̄

channel noncompetitive. The total (SF) cross section has smaller statistic error yet larger
systematic errors from the tt̄ contribution, and reduced to even weaker constraints. We
show the constraints with statistic-only and systematic included in the Fig. 6 At LO, scale
uncertainty which is about 20-30% for both the Zbb̄ and tt̄ rate estimated here dominates
the systematic uncertainty. Theory prediction including higher order QCD correction would
reduce systematic error, making PDF uncertainty relevant, which needs a careful inclusion
for a detailed future study.

For the asymmetry, the total SF -only asymmetric observable
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Figure 6. The constraint contour from the total inclusive rate �SF after basic selection and the
subtracted cross section �̄, comparing (left) the statistic only, the (right) LO systematic included,
and the (middle) realistic systematic error scenario. Note that the plotting range for the right is
much larger than the first two with their range shown as the gray square.
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If we now set �
±
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DF assuming them the same, the result can be rewritten as (here tt̄

represents either tt̄-SF or tt̄-DF),
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The second piece is positive definite using the asymmetry property 0 < Ai < 1, thus the
result approaches minimum (�Ā)

2
=

1�A2
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NZbb
when �tt̄ ! 0, as expected.

The systematic error for the total Asymmetry observable is a bit tricky since it involves
both the total rate as well as the asymmetry of two contributing pieces. Numerically the
scale dependence at LO simulation is about 20�30% for the inclusive rate �i and 1�2% for
the Ai (i = Zbb̄ or tt̄-SF). Thus we infer that �sys�±

i are almost fully correlated and equal in
size. If we now estimate systematic error on A with the same �± expansion as in the statistic
case, it now contains an additional sizeable correlation contribution between �

� and �
+.

Instead we can estimate the total systematic error contribution with a dominant �i and a
subdominant Ai as well as correlation between. We can thus conservatively estimate �A

sys
SF

by square-sum �
sys

�i and �
sys

Ai contribution omitting the negative-definite correlation
term in between. As expected, �Asys

SF is dominated by ��
sys. We assume here negligible

correlation between the scale variation or theory driven systematics between Zbb̄ and tt̄.
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Worsened statistic

Figure 7. The constraint contour from the total Asymmetry and subtracted asymmetry measure,
comparing (left) the statistic only, the (right) LO systematic included, and the (middle) realistic
systematic error scenario. Note that the plotting range for the right is much larger than the the
first two with their range shown as the gray square.
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The systematic error, dominated by the ��i, overwhelms the statistic error. For the "sub-
tracted" asymmetry though, assuming a full correlation between systematic error between
the tt̄-SF and tt̄-DF process, is purely driven by

�Ā
sys

= �A
sys
Z , (6.15)

and is sub-dominant to the statistic error. We show the constraints in Fig. 7.
As can ben seen from the figure, the inclusive cross section or rate measure is over-

whelmed by systematic error. The result however is linearly dependent on the systematic
error which is currently dominated by LO scale variation of 20�30%, with better controlled
theoretic error e.g. including higher order effects, the contour is expected to shrink an order
of magnitude to about 2� 3% with PDF uncertainty, though still non-competative to LEP
cross section measure.

The asymmetric observable give complementary constraint to existing bounds, as ex-
pected. The total asymmetry benefit from large statistics and give the overall best con-
tour at statistic level, it however suffers from large systematic error from the cross section
systematic induced contribution, as derived in Eqn. 6.14. The subtracted asymmetric ob-
servable, even though statistically worsened after including a tt̄-DF subtraction, has much
more reduced systematic error given the correlation between ��

sys
tt̄ -SF and ��

sys
tt̄ -DF, and

is dominated by statistic error. Again, the systematic error here is dominated by LO scale
variation to the inclusive rate for both Zbb̄ and tt̄ signal. We thus show as well a realistic
systematic error scenario assuming a ten times smaller systematic error compared to the
full LO scale variation, with a 2�3% ��

sys
Zbb̄,tt̄

across the nine considered bins, while keeping
the �A

sys
Zbb̄,tt̄

as was.
We see that in terms of resolving the anomaly from LEP, the two total asymmetry

observable gives the best complementary constraint, it however suffers from large induced
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Improved systematics

Now, let us subtract the different-flavor tt̄ contribution which is identical to the same-flavor
one up to very small corrections due to branching ratios. The subtracted cross-section �̄ is
given by
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Again to clarify, SF denotes Zbb̄ + tt̄(SF) contribution, and DF includes only tt̄(DF),
again meaning same (SF)/different (DF) flavor for the two leptons in the final states. �+,�
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consist of the 4 independent observable in the final state, and the total error follow the error
propagation rule with quadratic sum from each of them. For the cross section,
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When including systematic errors, we assume the systematic errors, dominated by theory
prediction from the two channels independent, and a theory posterior distribution close to
Gaussian, and combine the individual systematic error quadratically,
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Assuming the tt̄ (SF) and tt̄ (DF) systematic errors fully correlated, the subtracted cross
section �̄ contains systematic error only from the Zbb̄ signal as,
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which, estimated with the LO scale variation, is still an order of magnitude larger com-
pared to the statistic error, thus making the bounds from cross section measure of the Zbb̄

channel noncompetitive. The total (SF) cross section has smaller statistic error yet larger
systematic errors from the tt̄ contribution, and reduced to even weaker constraints. We
show the constraints with statistic-only and systematic included in the Fig. 6 At LO, scale
uncertainty which is about 20-30% for both the Zbb̄ and tt̄ rate estimated here dominates
the systematic uncertainty. Theory prediction including higher order QCD correction would
reduce systematic error, making PDF uncertainty relevant, which needs a careful inclusion
for a detailed future study.
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Main Results:
* Further Improvement with “careful” BDT: +20～+30% (off-shell)

• The result sensitively depend on flavor and 
charge tagging efficiency

•  sign degeneracy is resolved.

• “Anomaly” be conclusively resolved at HL-
LHC when 

: theory calc. Improved 1%

: doubled statistics, tagging eff. improved

gR

Atot ≲

Ā

section 3, we showed that the subtracted asymmetry is limited by the statistical uncertainty
rather than by the theory error. Accordingly, we explored various luminosity scenarios in
figure 7 which clearly illustrate the benefit of larger datasets especially if the optimistic
charge-tagging efficiency of 80% can be achieved.

Furthermore, combining our study with that of ref. [27] at LHCb which relies on the
asymmetry in the rapidity difference of the jets initiated by a b or b̄ quark shown as a green
band in figures 4, 5, and 7 would further improve the reach of our study since the observables
probe different directions in the gL–gR coupling plane. And, with the integrated luminosity
target of the FCC-hh, the LEP anomaly could be disfavored with about 1� significance with
our study alone. Numerically, setting gL to its SM value, a bound of about gZ

b,R 2 [0.05, 0.09]

([0.065,0.08]) can be achieved at the HL-LHC (extrapolated FCC-hh) dataset.
Future improvements especially from precision calculations to help reduce the overall

theoretical uncertainty on the total asymmetry, and jet charge-tagging to increase cross-
section in the case of the subtracted asymmetry would lead to much better bounds as
illustrated in the right panels of figures 5 and 7. Finally, while we have ignored the con-
tribution of charm-quark couplings in our current analysis their inclusion is necessary in
a more detailed study. In particular, in a joint study of the bottom and charm charge
asymmetry, one could take their ratios to reduce the theory error as was done in [27]. A
joint study of the bottom and charm couplings is, moreover, motivated by the fact that
tagging a bottom and charm flavored jets necessarily correlates observables involving both
heavy flavors. In any case, including the LHC observable we propose here in global fits
would clearly improve the resulting bounds.
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Figure 7. The ��2 = 2.3 (68% CL) contours for the subtracted asymmetry with the BDT cut for
various luminosity scenarios. The solid red contours a baseline luminosity of 3 ab�1 and a projected
one of 30 ab�1 corresponding to the full dataset of the HL-LHC and a possible FCC-hh, respectively.
The dashed grey contours are a naive two-experiment combination obtained simply by doubling the
two luminosities discussed above. Two values of the charge tagging efficiency, "charge, are shown for
comparison; a currently achievable one of 65% in the left and a projected improvement of 80% in
the right panel. The LEP and LHCb (GHP) bands are described in the main text and the caption
of figure 4.

acute when the Z boson is boosted as is the case in LHCb. Here, we propose that the Z

boson be reconstructed in the di-lepton channel in Z production in association with a
bottom quark pair. This has the advantage of directly tagging the b-jets while at the same
time reconstructing the Z in a clean, leptonic, final state. While the goal of achieving
enough precision with the HL-LHC dataset of 3 ab�1 to resolve the long-standing LEP
anomaly is not borne out, the existing sign ambiguity of the right-handed coupling gZ

b,R can
definitely be broken. Specifically, with a b-jet charge-tagging efficiency of 65% (80%), the
wrong sign is disfavored by 4� (6�). This can be achieved thanks to the ability of hadron
colliders to probe the off-shell region as illustrated in figures 4 and 6.

To mitigate the tt̄ background which is by far the largest one, we compared the per-
formance of missing transverse energy cut against that of a BDT classifier to reduce its
contribution and enhance the sensitivity to the signal. For the total charge asymmetry
which includes a contribution from tt̄, the theory error dominates over the statistical uncer-
tainty as shown in figure 4 where the left panel compares the bound using a theory error of
10%, roughly corresponding the seven-scale envelope at NLO to a realistic improvement of
5% and an optimistic one of 2%. However, since the tt̄ pair also decays to different-flavor
leptons, it can be completely subtracted using this control region. In this case, the BDT
cut is still useful as shown in figure 5 since it reduces the induced statistical uncertainty
on the subtracted asymmetry. Furthermore, assuming that the same-flavor and different-
flavor cross-sections have correlated theory and experimental uncertainties as discussed in
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Figure 4. The ��2 = 2.3 (68% CL) contours for the total asymmetry with the BDT cut. Left
panel: combination of all nine m`` bins; the bounds from LEP and projection at LHCb from
ref. [27] with 5% uncertainty (GHP) are shown for comparison. Only the theory error defined in
eq. (3.15) is included with ��/� = {2, 5, 10}% with fixed �A/A = 1% for both tt̄ and bbZ in each
bin. Right panel: individual contribution of the m`` regions below, around, and above the Z pole
with ��/� = 5%.
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Figure 5. The ��2 = 2.3 (68% CL) contours for the subtracted asymmetry. The solid (dashed)
contour is obtained with the BDT (/ET ) cut. The LEP and LHCb (GHP) bands are described in
the main text and the caption of figure 4. Two values of the charge tagging efficiency, "charge, are
shown for comparison; a currently achievable one of 65% in the left and a projected improvement
of 80% in the right panel.

uncertainty in the subtraction. Nevertheless, the improvement makes it clear that reducing
the size of the tt̄ background before subtracting it is important.
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� (fb) bb̄`` 35–85 85–95 95–125 tt̄ 35–85 85–95 95–125

Selection w/o /ET 700 72.9 565 62.1 1312 802 151 359
/ET < 30 GeV 605 63.9 488 53.2 225 132 26.3 67.1

BDT cut 632 51.9 548 46.5 156 24.8 43.2 18.4

Table 1. A simple cut-flow analysis of the leading-order cross-section for the signal and tt̄ back-
ground. The BDT cuts are optimized to maximize S/

p
S + B assuming a luminosity of 3 ab�1.

Since a different BDT is trained and optimized in each of the three bins in the table, the cross-
sections in these bins after the cut is applied do not sum to the total number in the corresponding
leading column.

3.3 The total charge asymmetry

When both top quarks decay to same-flavor (SF) charged leptons, the visible particles in the
final state are identical to those of the signal process. As discussed above, this contribution
can be reduced by cutting on the missing transverse energy. Moreover, it can be removed
as will be discussed in the next subsection. Nevertheless, we discuss it briefly here because
it does contribute to the charge asymmetry of the b-quarks due to the V � A nature of
the weak decay of the top. Note also that the charge asymmetry does not receive any
contribution from QCD corrections and is unrelated to the tt̄ forward-backward asymmetry
for which the QCD contribution is the dominant one, for a review see [51].

The total number of observed events is,

N = Nbb̄Z + Ntt̄ = L (�bb̄Z + �tt̄) , (3.6)

where Ni is the expected number of events in channel i for an integrated luminosity L

and �i are the corresponding cross-sections. The total charge asymmetry (see eq. (2.12))
receives contributions from both the signal and the tt̄ background; it can be written as,

A =
Att̄ �tt̄ + Abb̄Z �tt̄

�bb̄Z + �tt̄
, (3.7)

which, for convenience, is given in terms of the individual asymmetries, Ai, and the cross-
sections �i. The statistical uncertainty on this asymmetry is given by,

Astat =

s
1 � A2

Nbb̄Z + Ntt̄
. (3.8)

The total asymmetry is also susceptible to BSM contributions to the tt̄ process itself.
Generically, these cancel in the subtracted asymmetry even in the presence of lepton-flavor
non-universality, at least to leading order in the 1/⇤ expansion where ⇤ is the SMEFT
scale. That is, if one neglects double-insertions of effective operators.

3.4 Subtracting the tt̄ background

Since the signal consists of SF leptons only, we can use the DF control region [39, 52] to
subtract the tt̄ contribution. The subtracted cross-section is given by,

�̄ = � � �df
tt̄ = �bb̄Z + �sf

tt̄ � �df
tt̄ ⇡ �bb̄Z . (3.9)
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• The  coupling: a declining anomaly, but a sign degeneracy remains

• Asymmetric observable  provide orthogonal information

•  study at LHC provides complimentary probe through  spectra

• Independent and competitive HL-LHC constraints 

Zbb̄

𝒪[b,b̄]

bb̄ℓ−ℓ+ mℓℓ

Conclusion


